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Today’s Agenda

• Background
– Brief intro to Network Physics
– “The network is slow”…or is it?

• Building Blocks for Troubleshooting Application Performance
– Managing flows, distributed management
– Application performance metrics
– Troubleshooting data center, server, & app problems

• Managing WAN & MPLS Issues
– BGP visibility & awareness
– Internet & ISP management
– Path analysis

• Case Study Examples
– MPLS migration
– Branch office performance management
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Brief Intro to Network Physics
• What We Do:

– Enable enterprises to troubleshoot application response time issues across complex, 
converging networks

• Performance, security, integrity of end-to-end application infrastructure
– Across server, network, service provider, applications

• Product Overview:
– Network application management appliances 

•• TroubleshootTroubleshoot application response time problems
• Accurately identify problemproblem sourcesource: server, application, network, or provider
• Pinpoint infectedinfected hosts and rogue traffic

– NetSensory Enterprise Architecture
• NetSensory OS: Distributed Network Application Management software
• NP-2000: Edge intelligent appliances
• NP-500: Branch office visibility
• NP-Director: Global management appliance

• Market:
– Network Application Management
– Rapidly growing market for troubleshooting application response time and security 

issues
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“The Network’s Slow”

II’’ve instrumented my networkve instrumented my network……

……bought all the right toolsbought all the right tools……

…BUT…

……usersusers are are stillstill complaining about slow response timescomplaining about slow response times……

……the app and server teams are the app and server teams are stillstill blaming the networkblaming the network……

……all my tools all my tools stillstill say everythingsay everything’’s OKs OK……

……and no one, including me, knows for sureand no one, including me, knows for sure……

……Mercury, OpenView , ConcordMercury, OpenView , Concord……

so they blameso they blame……THE NETWORKTHE NETWORK
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NetSensory: It’s Not the Network!
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NetSensory Solution
The blueprint for application infrastructure integrity
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Building Blocks for 
Troubleshooting Application 

Performance
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Concept #1: Manage Your Flows, Not Your 
Devices

Flow-Based 
Network Application Management 

• Flows = TCP, UDP connections
– End-to-end, Layer 4
– Source, destination
– Application or service port

• Flow-based appliances monitor 
flows via switch spanning port or 
tap

– All traffic, all the time

• Non-invasive: no agents, no 
SNMP, no polling, no synthetic 
transactions

• Inspect TCP, UDP flows in real-
time to monitor performance, 
response time, utilization

• Deploy at major aggregation 
points to maximize flow visibility

Flow-Based 
Network Application Management 

• Flows = TCP, UDP connections
– End-to-end, Layer 4
– Source, destination
– Application or service port

• Flow-based appliances monitor 
flows via switch spanning port or 
tap

– All traffic, all the time

• Non-invasive: no agents, no 
SNMP, no polling, no synthetic 
transactions

• Inspect TCP, UDP flows in real-
time to monitor performance, 
response time, utilization

• Deploy at major aggregation 
points to maximize flow visibility
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Concept #2: Manage a Distributed Network with a 
Distributed Solution

• Three critical components
– Distributed OS
– Global Mgmt Appliance
– Edge Intelligence

• Distributed OS
– Distributed enterprise-scale software
– Consistent across all appliances
– Coordinates global deployment

• Global Management Appliance
– New global aggregation appliance
– End-to-end enterprise view

• Topology, alerts, reports
– Global troubleshooting

• Application infrastructure issues
• Isolating enterprise infections

– Harnesses edge intelligence

• Edge Intelligent Appliances
– Regional collection, analysis, 

correlation, storage
– Decentralized, not monolithic
– Federated databases
– Sense & respond locally

3

2

1 NetSensory Enterprise Architecture
NP-Director

Distributed Architecture
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Solution Requirements

• Depth and Breadth of Instrumentation
Agentless, flow-based approach: minimal footprint, non-invasive
Application performance per user per app
Usage metrics
Visibility into network cloud
Route analytics
Packet

• Business Relevance
Group flows in business-centric context: sites, partners, departments, 
classes of users, campuses, data centers, server farms
Understand flows between groups
Enable drill downs to detailed application conversations ip-to-ip

• Integrated Architecture
Bring it all together under one integrated troubleshooting environment
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Breadth and Depth of Instrumentation

• Track the five key measurement categories
– Unified measurement
– Utilization, Performance, Traceroute, BGP, and Packet Capture

• Cost-effective, versatile
– One appliance, one deployment

• Non-invasive, no SNMP, no agents
– Autonomic, self-sufficient
– Not in-line: span, tap, or mirror
– Minimize deployment headaches & complexity

• Real-time, one-minute granularity
– Best-in-class real-time measurement & analysis

• Time To Value
– Ease of installation
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Application Performance Metrics
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Deep Response Time Visibility

Response Time Composition Chart
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Utilization: Network & App Usage Visibility

• Key Metrics
– Throughput

• Average Inbound, 
Outbound, Total

• 95% Average Total 
Throughput

– Average Payload
– Usage by applications & 

users
• What resources are being 

used?
– Top applications used
– Top IP’s accessed
– Top Server’s used

• Who is using the 
resources?

– Total traffic by Remote Site
– Top users by IP
– Top users by Application
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Focusing On The Data Center

Frame Relay

Data Center (HQ)

MPLS

Remote Office B

Remote Office C

Remote Office A

Internet Home Office

Remote Office A

Extranet Partner

Dialup Users

Exchange/PPTP

FTP

HTTP Proxy

Citrix Server

Customer Application
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Data Center – Application Performance
• Overall Server Health

– Connection Request Per Minute
– Failed Connections
– Client/Server Reset Rates
– Application Response Time

• Baselining User Performance
– By Application, Remote Site, IP Address

• Breakdown of Users Experience
– Application Response Time
– Data Transfer Time
– Round Trip Time
– Retransmission Delay

• Capacity Planning
– Throughput

• Avg Inbound, Outbound, Total
• 95% Average Total Throughput
• Average Payload

• Who’s using the Servers?
– Top Users by Remote Site and IP’s

• Which servers are used most?
– Breakdown by server IP

• Server Groups Run Multiple 
Applications!

– Throughput/Payload per application
– Top Users by IP
– Top servers per application
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Managing WAN & MPLS Issues
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BGP Aware: Insight Into The Internet & MPLS Clouds

Automatic Autonomous System Discovery 
(AASD)

• Query routes as a passive BGP peer
• Auto-discovers AS paths for each flow
• Aggregates flow data against each AS

– Characterize performance of the network on a 
per AS basis

• Each destinations-AS equates to a remote 
site for instant grouping

– Automatically discovers complex MPLS AS 
(Autonomous System) topologies

• Destination AS = Branch offices (remote 
sites, locations)

– Dynamically maps application performance, 
utilization, and security to this business 
topology

– Synchronizes application performance to 
MPLS topology

Enterprise LAN

Corporate Servers
And VPN

Corporate 
Users

ISP A
ISP AS

ISP B
ISP AS

ISP C
Peer 
AS

ISP D
Peer 
AS

ISP E
Peer 
AS

ISP F
Peer 
AS

Regional
SitesBranch Office Store

ISP H
Dest AS

ISP I
Dest AS

ISP G
Dest AS
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Insight Into The Cloud (AS Data)
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Audit: Service Providers

• Enabled by Automatic Autonomous 
System Discovery (AASD)

• Measure your ISP’s performance and 
their peers

• Works across Internet and MPLS 
clouds

• Key metrics for all flows going 
through each Autonomous System

– Throughput
• Average Inbound, Outbound, Total
• 95% Average Total Throughput
• Average Payload

– Performance
• Packet Loss
• Retransmissions
• Round Trip Time

• In an MPLS environment…
– Each Destination AS equates to each 

remote site for instant grouping
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BGP Route Accounting: Load Balancing Outbound ISP Traffic

ISP traffic drills down 
to top CIDR blocks

1

Identifies top targets to 
re-route during 
overflow conditions

2

95 percentile grouping 
for traffic engineering 
and easier cost 
management

3
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Path Analysis Inside the Cloud

• Graphical network 
route analysis 
pinpoints hidden 
bottlenecks

• Identifies destinations 
with critical 
performance issues

• Measures hop-by-hop 
delay metrics to 
localize network 
latency problems

Virginia

London

London

London

Virginia

External

Local

Local

Local

Local
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Insight Into The Cloud (Traceroute)
• Automatic TR based on anomalies
• Hop by hop metrics
• Auto-generated topology

– Historical
– Multiple traces

• ISP Metrics
– ISP RTT
– Trans ISP RTT

Server
ClientISP

AS
Peer
AS

Management Port IP 
Address
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MPLS Migration Case Studies
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MPLS Migration: Baseline Existing WAN

TDM/FRAME/ATM

Data Center

• Baseline all users. Identify each 
client IP or subnet currently accessing the 
network

• Understand who is using the 
network and how much they are using. 

• Obtain performance and 
utilization information for each 
remote site and internal resources

• Qualify and classify end-users by 
time, usage, activity,and behavior

• Classify traffic based on users, 
groups, VPNs, servers utilized, network 
paths

Remote Office A

Remote Office B

Remote Office C

ManageManageDeployDeployBaselineBaseline
Current state Success assessment

Desired business goals Business service monitoring 

Network Transition Lifecycle
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Auditing Application Performance

Occasional Packet Loss on the network is causing 
slower response time by the SAP servers.

Business Problem

Network Drilldown

Business groups show which business 
units are using the SAP applications

• Performance
– Application and Business specific 

response time charts measure the 
users experience and isolate where 
the delay is in the network (Client, 
Network, Server)

• Application Performance
– Inability to account for SAP usage 

and network effectiveness in 
delivering SAP to the internal 
business units.
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MPLS Migration: Deploy and Validate

TDM/FRAME/ATM

Data Center

• Maintain visibility of your network during 
changes.

• Get early warning at on-set of problems. 

• Quickly identify poorly provisioned areas. 

• Monitor network status dynamically without 
employing new resources, hardware or software.

• Get immediate results and reports while 
changes are taking places. NP appliance will 
auto-adapt to new conditions. 

• Quantify changes in network utilization and 
performance against baseline

MPLS

Remote Office B

Remote Office C

Remote Office A

ManageManageDeployDeployBaselineBaseline
Current state Success assessment

Desired business goals Business service monitoring 

Network Transition Lifecycle
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New MPLS Networks: “Frame Relay” Visibility

Average packet loss and 
round trip time for each 

remote AS

Traceroute 
topology (real-time 

and historical)

• Frame-to-MPLS Migration
– Providing “frame relay” visibility in 

MPLS world
– Hub & spoke topologies

Eliminating need for spoke 
instrumentation
“Spoke visibility” with “hub 
deployment”

• Branch office performance
– Traceroute topology shows you 

response time through the cloud
– BGP AS groups map to branch 

offices
– Centralized deployment (HQ) 

provides branch visibility

Business Problem

Network Drilldown
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MPLS Migration: Ongoing Management

Data Center

• Immediate availability of historical data for 
comparison and on-demand reporting. 

• Support for trending analysis for each 
user (IP address), business entity, location, 
offices, etc.

• A solution that can validate the 
effectiveness of the changes and support it 
with detailed data. 

• An adaptable solution that mirrors your 
network everyday, every minute, in real-time. 

• Forensic solution that leverages real-traffic 
information: no synthetic transactions, no 
sampling. 

MPLS

Remote Office A

Remote Office B

Remote Office C

ManageManageDeployDeployBaselineBaseline
Current state Success assessment

Desired business goals Business service monitoring 

Network Transition Lifecycle
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Network Troubleshooting: AASD Mapping

• Customer Experience
– Inability to measure customer 

satisfaction in a non intrusive 
manner.

– No MPLS visibility & 
troubleshooting tools

West Coast, USA

Sweden

Korea

Australia
Mexico

East Coast, USA

Comparing round trip times around the world as a way of 
measuring the customer experience

• Performance and Fault 
Monitoring

• NOC monitors real-time connection 
rates to determine the load, and 
effectiveness, of the web server 
farm

A poorly configured Load Balancer (LB) causing inefficient use of 
server resources.  A change in LB configuration optimizes resources.

Configuration Change

Business Problem

Network Drilldown
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St John Health Network
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St. John Health Use Cases
• Manage user experience and server health for Patient Management and Pharmacy 

Systems
– PeopleSoft (Financials, HR)
– SMS InVision System (Health Information System - Mainframe - outsourced)

• Identify unknown worm infected hosts
– FDA managed hosts.  No access by internal IT organization

• Discovery of unexpected communications between servers
• Understand peak and sustained data bandwidth for 7 systems that have mission critical 

status and Data Recovery (DR) requirements
– Monitoring to ensure DR bandwidth will support all 7 systems in a DR event.

• ASP Management
– BlueCross, TechRx, Recruitsoft
– ASP’s claim the problem is always the Internet!
– Manage traffic volumes and understand impact on Internet Connection

• Manage new application rollouts
– PeopleSoft Upgrade
– Validate impact on network and application response time
– Proactive involvement eliminates network blame for problems during rollout

• Troubleshoot WAN routing changes
– Isolated routing problems associated with changes in MPLS environment

• Network change management
– Reallocation of IP addresses

• Isolate traffic to IP addresses that no longer exist on the network
• “Finding people left behind”

• Insight into application performance on systems not managed by ITS
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PeopleSoft Server Management

• Goals 
– Maximize Application Performance
– Validate tiered application design 

and load balancing effectiveness
• Server Capacity

– Real-Time and Historical tracking of 
connections to PeopleSoft servers

• Load Balancing
– Stack charts and Pie charts enable 

clear visibility into load on a per 
server basis
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AAA: Branch Office Performance Visibility
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Map Branch Offices to Private ASN

Deep 
Performance 
Analysis per 

Branch Ofiice
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Branch Office Topology Views
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Track Branch Office Performance 



38

Thank You

Questions Welcome
Drop by our Booth!

bobq@networkphysics.com
www.networkphysics.com


