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Today’s Performance Challenge: MTTR

A
Diagnosis: Manual Root Cause ID
c Q© Correction
o - — .
= oIn|t|al Verification Service Outage
o
>
S
9
o) Identification:
o | user cas Help Desk/k. End Users Impacted
(%]
[}
= QO Final Verification
n
>
m
»
- >
Problem Time
Origin
£Z® NETSCOUT

The Ultimate Payoff — Reduced MTTR

- Faster time to resolution/minimized user impact -
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Network and Application Performance Is
Critical For Business Success

> Today’s business runs over the network
— Itis the foundation for corporate communications,
organizational processes and strategic competitive
initiatives
= Business suffers when application performance
degrades

> Network and application
performance must be optimized
to support the productivity and
protect the profitability of the
business




MPLS Adoption Trends

= “|P Services, particularly MPLS, will clearly be the
dominant networking service in the future worldwide. . .”

= 2004 saw the first significant migration from FR to
MPLS services in the U.S.

* Inthe Large Enterprise Market
— U.S. managed MPLS Services growing 30% per year
» Deep widespread implementation is still a couple years away

— Unmanaged MPLS based service revenue will grow
at a solidly at over 7% compound annual growth rate. ’

Source: Aug 2, 2005 Gartner Report — The Future
of Network Service Is Managed MPLS

MPLS Business Drivers

> Increased network complexity and remote connectivity
needs with constrained budgets

> Demand for improved provisioning, real-time bandwidth
on demand and greater network scalability

= Industry-specific application traffic (voice, video and data)
convergence over a single network resulting in network
simplification

> Future-proof technology i a
R

/.

Source: Aug 2, 2005 Gartner Report — The Future
of Network Service Is Managed MPLS




Issues Delaying MPLS Deployment

= Difficulty quantifying and benchmarking MPLS benefit
and cost reduction in tight budget environment

= Satisfaction and overall high level of comfort with
existing network services and price reductions for current
offerings

= Migration difficulties (expense and hassle)

> IT management’s resistance to change and release of
control for managed services

Source: Aug 2, 2005 Gartner Report — The Future
of Network Service Is Managed MPLS

Technical Challenges to Performance

= Complex implementations of today’s global networks
— Countless applications, users, and transactions
— Continued march toward convergence of voice, video & data
— Migration in WAN access for improved budgeting, better
quality for convergence and higher-speeds
= Decisions based on utilization statistics can be costly

» Increased complexity in today’s applications [#LaeE
requires deeper visibility
— Ex: Web-based business applications and web
browsing are very different activities




Visibility and control

= Monitor all applications and services

— Application visibility is no longer a “nice to have” — it is a “need to
have!”

— Monitor continuously and in real time across any topology

— Proactively alarm on problem indicators

— Troubleshoot degradation source
> Fine-tune use of network resources

— Baseline traffic patterns to understand normal behavior

— Analyze forecast to plan for growth
> Support complexity

— Global coverage and scalability

— All application types

— Extend to emerging technologies

MPLS Monitoring from the
Service Provider Perspective




Challenges in Monitoring MPLS from the Carrier

Perspective

> In a provider environment, subnets for different
customers can be the same.

— Due to the nature of MPLS, this can be addressed and dealt
with and traffic routed without any problem.

— The challenge is if they need to monitor the traffic based on
the individual customers, it is hard to distinguish
= Label Distribution Protocol (LDP) does not guarantee
that the MPLS label remains the same if a change in
the MPLS core has occurred.
= Carriers need visibility into customer and application
information
— To consult with customers on multi-tiered service offerings
— To design internal capacity planning changes

Objectives of MPLS Offerings to Enterprises

> Provide IP backbone for the customers

> Make the service very simple for the customers to
use (no IP routing knowledge required)

= Scalable & flexible to deploy

> VPNs policies are controlled by SP but working
together with the customers

> Deals with overlapping IP address space

> Allows SP to deliver different level of service — Gold,
Silver, Bronze
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What is Needed to Monitor MPLS Networks
from the Carrier Perspective

> Need visibility or access to the BGP updates that are
sent through the backbone

> Within these updates there is a correlation as to which
Labels belong to which Route Descriptor.

= The only unique identifier allocated to a customer is
the Route Descriptor, configured per vrf, as seen next
in the example




Implementing MPLS Monitoring

Monitoring links in the MPLS Network Between PE and P
routers

Only MPLS Labels will be visible in the packets crossing
the MPLS backbone

Only differentitation between Customers, is the RD (Route
Descriptor) - but the RD is not present in the packets, only
Labels are seen

The monitoring devices MUST see the BGP updates
Within BGP updates is a mapping between RD and Label

Once BGP update is seen the probe will create one virtual
interface (VRF) per Route Descriptor.
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Tracking the discovered VRFs discovered from

BGP updates
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Customer Story — Telecommunications Carrier

A fixed-line operator and wireless
provider (PTT) in Europe with
operations and mobile phone
offerings throughout Europe, as well

as Central and South America

Visibility Pain Point — IT needed:

— More extensive instrumentation to
create and secure the service
assurance customers would
demand over the new network.

— More than NetFlow or MIB Il
because they needed the BGP
route table updates which is not
maintained by these data sources.

— Real-time, application level
analysis of individual customer’s
activity across the MPLS cloud

The nGenius Solution is effective in
monitoring critical customer paths
across MPLS networks. Most
importantly, the nGenius Probes can
track which customer was
represented by which MPLS label at
a given time, store the information by
VRF, collect BGP updates, and mix
and match labels to identify the
customer. The solution can then be
integral in providing service
assurance and troubleshooting
capabilities on a per-customer basis .

MPLS Monitoring from an
Enterprise Perspective
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Converged Network Challenge

> Primary Business Concern
— High level of expectations surrounding voice services

> Technical
Voice traffic overwhelming existing network resources

— Voice is a real-time application, with increased sensitivity to
delay, jitter and packet loss

Proper traffic prioritization (QoS) to ensure other applications
do not contend with voice-allocated bandwidth

Adding complexity to already very complex enterprise networks
= Deployment =
— Widespread use of VolP throughout an

enterprise may require changes to the
existing network

— MPLS adoption on the rise . . .

Challenges of MPLS, VPN and Encrypted Technologies

London Headquarters i Los Angeles
Core Switch Site Router

<%: MPLS Network i Amsterdam
".,-111111””
} EERERER 1111111111 Tokyo

= No application visibility across the service provider environment
= Hinders your ability to manage performance
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Site Monitoring for MPLS and VPNs

View remote site application level traffic
> Restore ability to view and report on application traffic to
and from a remote location
= Deliver application visibility into MPLS/VPN or encrypted
environments
— Subnets allow you to focus on a site using a unique identifier
= Investment protection as you change technologies

— Example: Can use same probe when you move from
Channelized E3 to MPLS or IP VPNs to MPLS VPNs

Using Site Monitoring in MPLS and VPN networks
How it works

> Define a remote office using a subnet or group of
subnets as unique identifiers
— Configurable on individual ports on the probe
— Assign WAN interface speed to the monitoring port

> Treat the “Sites” as virtual interfaces
— Custom-define the interface speed of each Site
— Appears in the monitored element tree as a virtual interface

— All views and reports available for a virtual circuit are available
for a subnet Site, such as applications, host and conversations

13



London Headquarters

Core Switch Site Router

&5

Add monitoring devices...

Los Angeles
10.20.30.0/24

Amsterdam
10.20.40.0/16

MPLS Network

Tokyo
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...and gain visibility
into remote site traffic!

London Headquarters

Core Switch Site Router

&

Add monitoring
devices...

Los Angeles
10.20.30.0/24

Amsterdam
10.20.40.0/16

MPLS Network

Tokyo
10.20.50.0/8

» The ability to define a location by a subnet or
group of subnets

» Supported on physical and NetFlow/sFlow
interfaces

* A “Site ID” is treated like a virtual interface
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Performance Manager Based On Highest In or Out Utilization

ssponse==k Situations R Assets ___R=Custom==4 i
nGemus Most Utlllzed Clrcmts, Enterprise Wide

Utilization

“Sites” have the same views and reports as virtual circuits

i
HQ-NY: MY-CHI: DCLI-100

HQ3_Bites if3: FRA

HO2 i ]

DCLH7

Cisco 7206: DLCIH6

HQ3_Sites.if3; MUC

HE-MY: MY-CHI: DCL-200

Cisco 72068: DLCI7

Ein
Hout

0% 2% 4% 6% 8% 10% 12%

14% 16% 18% 20%

() 2000-2004 HetScmat Systeme, Ine

nCains Hews Stmd .2.1

w;am—ﬁm

Performance Manager Based On Logging Intervals, Speed = 1544Kbps
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Valuable drill downs need to be available for individual activity at the remote “Sites”.

16



Performance Manager Based On Logging Intervals, Speed = 1544Kbps
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Customer Story — Transportation Outsourcer

Provider of IT integration and csc

outsourcing services to numerous EXPERIENCE, RESULTS.
industries, including the
international airline industry

Visibility Pain Point; “With nGenius Performance Manager's

new site monitoring, the impact of
MPLS or any other new wide area
technology, application tracking is a
non-issue. . .. we are able to generate
detailed reports for regional users that
explain utilization and responsiveness
for each type of application, site and
resource requirements. In addition, we
can drill seamlessly between reports
and real time views to packet capture
and response time, solving any
problem on the fly in a matter of
minutes."

— New MPLS network roll out for cost
effective WAN connectivity, but lost
application level visibility.

— "SNMP has its limitations for
application performance
management.” Need visibility to
handle “application tracking,
bottlenecks, spikes and other
events affecting responsiveness or
resource needs to easily isolated
for corrective action.”

< ® NETSCOUT.

Translate network data into business-relevant
information

= Show how the network relates to the business
— Report to executives in a language they understand - services
— Pinpoint use and misuse of resources
— Justify upgrade and policy decisions

> Report to stakeholders in meaningful terms
— Tailor information to each individual's needs

— Group information logically, e.g., enterprise-wide, by
department, region, business unit,
or project team
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About NetScout Systems

Our Company

= Technology leader with a
clear vision

= The most experienced
team in the industry
— Founded in 1984
— Over 360 employees

= Growing, profitable
— $100M revenue run rate
— $77M in cash, no debt

= World-wide distribution
and support
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Our Value Proposition

Assuring availability and performance of
business services in the face of increasing
complexity due to rapidly converging IT
infrastructure through automated, early problem
detection and rapid resolution

Thank you

21



