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Ethernet / MPLS Business Services Infrastructure

® Driving towards higher-value services to enterprises

» VOIP

» IP VPNs

» Storage extension & Disaster recovery
» Enhanced Services

® To do so, we must control the performance characteristics
of Ethernet infrastructure on a per-application basis

® Greenfield approaches that ignore the realities of Service Migration
& Interworking will be of limited value in the broader picture

® Intelligent Aggregation capabilities exist today to make
broad-scale deployment possible

» Pseudowires (including PW OAM, PW CAC...)
» Ethernet OAM

» QoS & OAM mapping

» Service interworking with Legacy

Systems Confi and Proprietary 2006 2




Implications

“Old World” Business Ethernet
Service Foundation TDM (Voice/TDM) IP/MPLS
Nature of Connections Circuits Flows
Nature of Applications Simple Complex
Nature of Service Basic Rich
Nature of Users Fixed Fixed / Mobile
with low expectations with high expectations
Fundamental Network Element Switch ( C4/C5) Router
Grooming & Aggregation DCS ?
Function
Systems Ct and Propi 2006

Open Services Framework

Current

Vertically Integrated Services

_________________ M

APPLICATIONS &
SERVICES

VolP

Next Generation

Open Services Architecture

« Separation of transport and endpoint layers from session control

* Session management across multiple real-time communication services

* One common packet-based network that can carry all types of application traffic

« Independent of access medium and speed

Systems C: and Propy 2006




Aggregation: Key Role in Carrier Networks

Ethernet (GigE natively or EoS)
FR (3/1/0 grooming)
PPP/HDLC
ATM (including DSL)
Highly Channelized Optical Interfaces!
High-Density Fan-in
Across diverse access media and speeds

Efficient Grooming, Interworking & QoS
Across applications & protocols

Gigabit Ethernet

IP-friendly converged Service Interface,
Reduces router cost, expensive ports)

-(

I ATM

(Interworking with legacy networks)

Flexible Trunking

Across optimal backbone & control plane

Systems C

and Propy 2006

The Dimensions of Intelligent Aggregation

Dimensions

Business
Ethernet

Residential Broadband
(IPTV, VoD)

Wireless
(FMC/IMS)

[1) Infrastructure
[Shift

® To Ethernet / MPLS
( ATM/FR —> E0S/GbE)

® To Ethernet / MPLS
(ATM DSLAM — IP DSLAM)
BPONs —> GPONs/EPONSs)

® To Ethernet / MPLS
TDM —> Ethernet
ATM -> MPLS

P) Customer
[Traffic

® Pseudowire (PWE3)
Encapsulation

® Subscriber Flows

® Subscriber Sessions

B) QoS

® Strict SLAs per customer
lcircuit

® Requirements set based on)|
lexpectations / SLAs from
legacy ( FR/IATM/PL)

® Per Subscriber Flow

® Performance Requirements
tighten with transition from data
only to triple play

® Per Subscriber Session

® Performance
Requirements tighten with
ransition from voice-only to
Imobile multimedia

) Flow Scale

® Volume services are still in
Isub-Mbps circuits

® Transition from static to real-time
® Hundreds of Thousands of flows

® Possibly millions of flows

b) Operations &
Management
Model

® Legacy OAM in place,
Ethernet work-in-progress

® Shifting to SOA (XML/SOAP)
® Bill to Web Portal

® OAM ??
® Billing: 3 Bills

® OAM ??
® Billing: Web portal

6) Interworking
with legacy

® Ethernet — FR/ATM
® Ethernet — EoS
®* ATM - MPLS

® Ethernet — ATM

® Ethernet — TDM
® Ethernet - ATM

Systems C

and Propy 2006




Minimizing the Cost and Complexity
of Delivering Business IP Services

Superior
Economics

Application

Interworkin ration
Awareness IERRAIE Operations

Systems Confi and Proprietary 2006 7

Reference Architecture

Session control,
s /AAA QoS policy, IMS

Policy Servers

Business
Ethernet

Application
Servers

Broadband
Access

MPLS Network

Application

Streams SLA Guaranteed

Flows

Requirements:
® Aggregate lots of user flows independent of access medium and speed

® Focus on application-awareness, subscriber traffic management,
QoS / SLA and efficient backbone interface

® Interface with policy & application servers for personalized services

Systems Confi and Proprietary 2006 8




Pseudowires...

® A type of “virtual circuit”: on top of all Layer-2, below Layer-3 (IP)
® A point-to-point connection that carries packets, cells or bit streams
® Uses MPLS control plane to provision data flows
® Works over legacy as well as low-cost Metro Ethernet
® Future-proofed against ‘next big thing’ in access
=>Suitable for Service Convergence
=>Utilizes current access assets

Payload P User Applications s Payload
- Cd

(IP, L2 data, voice) (IP, L2 data, voice)

Pseudowires € Convergence 3| Pseudowires

Layer-2 ) Layer-2

(Ethernet, ATM...) |<€ Cayei=ciSenvice 3| (Ethernet, ATM...)

Physical Physical

-1 T
(Optical, Wireless) |<€ Layer ransport >{ (Optical, Wireless)
Systems C and Propi 2006 9
Pseudowires and L20MPLS
) ATM J
Ethernet Access RavEialRackets Access
Network

Network \\

Pseudo-Wire

ATM/FR-Ethernet
Mixed Network

* NLRIVPN1, RT-1
* NLRI: VPN2, RT-2

Ethernet
Access Network

Systems C: and Propy 2006 10




Metro Aggregation
New & Existing Services, Delivered to Multiple Customers,
Leveraging Investment in Existing SONET/SDH Infrastructure

0OC-12/STM-4 links with APS
Other Options: OC-3/STM-1, OC-48/STM-16
Customer A or Gigabit Ethernet
Site 1

Customer A
Site 2

0C-3/STM- Layer2.5
0C-12/STM-4 Aggregation
Platform

OC-3/STM-1
OC-12/STM-4
ATM

T3/E3
nXT1/E1

q Customer A
Private IP
IP/MPLS Netword Site 3
Network
Customer A
Traffic Systems Confi and Proprietary 2006 1

Intelligent Aggregation for Business Services

Core Routers

BRAS/Application
Edge Router
(VPNSs, Firewalls)

ATM, FR, PPP, and IMA Traffic with
Virtual Trunks

ChDS3 ASAP
ChOC-3 ASAP
ChOC-12 ASAP

Systems Confi and Proprietary 2006 12




Intelligent Aggregation for Business Ethernet Services:
Sample Deployment Scenario

On-Net
Customer Building

MSPP

LEC
Facilities

Off-Net
© Building

IPIMPLS
NETWORK

Pseudowires
(FR, ATM, CE, Ethernet)

R TDM (Voice or PLS)
Ethernet

On-Net
Metro Ethernet
Facilities

Systems Confi and Proprietary 2006 13

AAA/Subscriber
CSCF Server Application Ser:

(SIP Server) / Media Server

Wireless
Access

9

i

IP/ MPLS
Core

{f-\ggregation
Backhaul
Network

Broadband
Aggregation

 IP control-plane
» Pseudowire backhaul
* best-in-class QoS

 scalable platform

Business
Services

Systems Confi and Proprietary 2006 14




Pseudowires in the Access

® Flexibility

» Multiplex traffic from all access infrastructure
® QoS guarantees at fine granularity

» Sustain per-flow QoS after aggregation

» Support delay-sensitive traffic
® Edge-to-edge OAM

» Support MPLS-Ethernet/ATM OAM Mapping
® Rapid Protection & Restoration

IP Routing —» ﬁ

Pseudowires

» Recovery from failures in msec’s
® Support Multiple Control-Planes
» MPLS, Ethernet, ATM...
Easy to Manage
» Compatible with backbone’s MPLS control-

\ Data

Aggregation
Switch

CPE
plane
Cost Effective
» Remove unnecessary IP functions
Systems Ct and Propi 2006

Layer-2 Flows

15

Session Admission Control

Policy Server

Session 3
Setup

Per-Session
Policies

* Per-session CAC
* QoS enforcement
« Local resource optimization

« Dynamic tunnels adjustment
« Alarm in case of failure

Tunnel-1

Systems C: and Propy 2006
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Session Awareness

Policy Server

Per-user policies: .
’ Upload alarms:
ID, traffic pattern, . DDOS attack

bandwidth . ;
allocation etc. . GEHLBCLE

« Per-user packet inspection
* QoS enforcement

* Metering

« Stat collection and logging

l MPLS core

Systems C and Propt 2006 17

Broader Scope of Services Migration

Business
Ethernet

CPE/CLE LEGACY ATM

S3/E3 OF

_over-D
Ethernet
SONET/SPH

GbE/10GE,

OC-N/STM-N

nXT1/EL,
Ethernet

IP/MPLS
NETWORK

BSC/MSC

* High density Ethernet fan in, for Native GigE as well as EoS

* Diverse Access media and speeds

® Granular QoS, with policing & OAM mapping on a per flow level
* Flexible trunking and handoff to IP and legacy networks

* Any-to-any service interworking
Systems Ct and Propi 2006 18




Summary:
The Value of Intelligent Aggregation

® Driving towards higher-value services across business and
residential subscribers

® To do so, we must control the performance characteristics
of Ethernet infrastructure on a per-application basis

® Greenfield approaches that ignore the realities of Service Migration
& Interworking will be of limited value in the broader picture

® Intelligent Aggregation capabilities exist today to make
broad-scale deployment possible

» Pseudowires (including PW OAM, PW CAC...)
»> Ethernet OAM

» QoS & OAM mapping

» Service interworking with Legacy

® Key Requirements are:

> Ability to support lots of flows,
» With granular QoS and OAM,
» Including service interworking with legacy services & transport.

Systems C: and Propy 2006
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