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" NetApp — The Company

NetApp-

= Worldwide, enterprise customers
$3.0B EV07: P

$2.8 Billion = Fastest growing storage company
% — Qutpacing the industry by 3x

= |ndustry-leading partners

= Comprehensive professional services with global
support

= Headquartered in Sunnyvale, CA with major offices
In RTP, NC, Amsterdam, and Bangalore, India.

jhts reserved.



" wWhy We Built a New Network

NetApp-

= | egacy network issues (performance,
scalabillity, flexibility, capacity)

= Applications

= Data center consolidation

= Demanding users

= |nternet centralization and security
= Cost reduction and ROI

© 2008 NetApp. All rights reserved.
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Architecture and
Templates




" A Documented Architecture

NetApp-

= Standards drive consistency, simplify deployment,
and ease operational support.

= Nothing Is a standard until it is agreed to and
written down.,

= Use of wiki pages and MS SharePoint

— Tracks all changes and reverts to previous states If
necessary

— Configurations, guidelines, and general information
captured for all to use.

— Dynamic and easy to use.

= Our “playbook” - single point of reference for all
network standards.

= Architecture Review Board

© 2008 NetApp. All rights reserve d.



" Templates

NetApp-

= Templates (Visio) provide a standard,
repeatable design for all sites.

— 5 field site tiers with corresponding design
templates.

— Other templates for VPN, DMZ, Data Centers,
Load Balancing and IP Telephony.

— If we do a new design, we turn it into a template
for future use.

= Template Format
— Standard icons and diagram template.
— High-Level, Physical, Logical, Layer-3 Routing.
— Future additions (Layer-0, Security).
— Use in DC Networks.
— Spreading to other IT groups.

© 2008 NetApp. All rights reserve d.



" Template Example - Physical

NetAnn

‘ MPLS
Provider

(NTT)

. N
( MPLS

Provider
(Verizon)

& D

Intemet

FW Ports
Eth1 - Untrust
EthZ - DMZ

Eth3 - Trust (Vlan3)
Ethd - Trust (Viand)
EthE - Netappl

E::? - ;ZNM{T b . Ph[sic_al Motes

Eths - HA - A single Intemet Router {IR) and a single, non-stacked 2750 {IS) can be
used inthe event onhy a single InErnet circuit is used at the site. There
should be two of all other Inernet de vices.

-WAN Ethemset connecions for MPLS should use the NM-2FE2W-V2Z card
for the WAMN connections. All other WAN types should use the appropris &
inter&ce card.

IDP Notes
-1DP= are in-line for Internet raffic, not corperate traffic.
-|DP= are in passive mode for intemal traffic flom the core.
-Separate IDPs are used for Intemet and passive mode IDPs. A
=ingle IDP can be used for the passive IDPs ifthe BW from the
SPAN offthe core routers is not too great. A simple NetFlow
analysis can detemmine if a single IDP will sufice. SecOps will
determing ifone ortwo IDPs is needed.
-Thereis no switch between the IDPs and FWWs. Thisis a direct
connection between these devices. All interfaces should be setto
auto/auto.
-Tier1 sites without Intemet access will be provided a passive IDP
on a case-by-case basis determined by SecOps.
-‘ontu iz in passive mode for Internet traffic with “span’ from WAN
Switches. Traffic io/from the FWWs (GE 1/0/3-4) are spanned to the
Vontu.

Campus

H . Project Tier 1 Templste - WAN
el Title a9

Physicsl Design

Author Michzel J. Morris




" Template Example - Logical

NetApp’

el .
(— MPLS

Provider
(NTT)

.
(— MPLS

Provider
(Verizon)

.

Internet

01 - VLAN 10 - BF]
VLAN 10— DF)

2

= Logical Design Notes

8 - In this diagram, different color links should be seen as different
WLANs, mot different types of physical cables.

_/ - Each IDP will be inline. In the event the IDP fails, it will fail into
“closed” mode forcing traffic to the other WLAN.
- PAT (MAT Owerload) will be configured on Firewalls to provide
address manipulation for Internst fraffic.
ey, . Project Tier 1 Templste - WAN Change Control [ ]I Revision /
¢ s Title Logical Design ! g 1101 ] ﬂ

oz " . - . -
NetApp' vl Author Michael J. Moris [FEl File Name sy | micses

Tier1 Template-WAN. vsd




" Template Example — Layer-3 Routing

NetApp:
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The New Global
MPLS Network




" Legacy WAN Issues

NetApp-

= To reliant on costly private lines.

= No bandwidth scalability beyond T-1 for field sites.
= Backup done by tunnels over Internet.

= Many large sites only using tunnels over Internet.
= Old hardware and no software standards.

= No QoS.

= Decentralized Internet access.

= Single Global OSPF autonomous system.

= No architectural and configuration standards.

= All sites built to different designs.

© 2008 NetApp. All rights reserved.




RFP Process

NetApp: (9 months - start to carrier selection)

Internal requirements and goals definition.

= Issued 2-page RFI to all possible carriers with face-to-face sales
meetings with carriers performing well on RFI.

= |ssued written RFP to selected carriers (AT&T, Sprint, Verizon Business,
IBM, Masergy, NTT, BT).

= Carriers Rated in Three Areas.
— Weighted Requirements Scoring Matrix.
— Pricing and ROI.

— Best overall value.
= Verizon Business selected as single carrier g
for NA and EMEA (APAC on order now). Verl ONbusiness

= Benefits.
— The power of a written RFP to refer to and rate carriers against.

— Three completive pricing rounds led to a dual DS-3 Ethernet circuits at all
NA sites.

— Global contract centralization.

— Leveraging a larger purchase with a single carrier (instead of a dual-
carrier strategy) to drive better ROI.

© 2008 NetApp. All rights reserved.



" The New Network

NetApp-

What We Wanted

© 2008 NetApp. All rights reserved.

Verizon Private IP
6-Level QoS Model

Ethernet circuit access at all NA sites and
EMEA hubs

Carrier-class BGP routing

Complete field site HW refresh, all built to
template

Reduced telecom costs by 18% with 6-
month ROI

Cut delay with end-to-end SLAs

Quadrupled bandwidth to NA sites.

Able to increase MPLS port bandwidth in
7-days.

SONET rings at all Tier-1 and Tier-2 sites.

Centralized Internet access provided by
four global hub sites with dynamic
failover.




" The New Global Network

NetApp-
COLO NA NA
(HK an?j
UK)
r NA
/

MPLS VPN

GIG GIG

Verizon Private
IP VPN

Internet
(GRE Tunnels)

VIR
I \ FS
’ EMEA
EMEA FS
Fs

PAR

Revision
GlobalWANBackbone.vsd

Change Control
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, itle !
NetApp" "o Backbone Author Michael J. Maris
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WAN Ethernet
netapp ACCESS and DS-3s

= Most preferred local
access option.

= Key feature Iin selecting
Verizon Private IP.

= Delivered via TDM DS- J/
3 converted to Ethernet o
by BEAS MUX at
NetApp Office.

CPA
Switch

Verizon
PER

(_\ —— - ._-: ""‘:!‘* \ =
Verizon
( Private IP
Backbone

© 2008 NetApp. All rights reserved.



" Ethernet Benefits

NetApp
= Simplified connectivity.
= Bandwidth scalabillity.
= | ower hardware costs.

= Ubiquitous understanding by engineers.

= Virtualization (delivery of different VPNs via
dotlqg on the same circuit).

© 2008 NetApp. All rights reserved.



" Routing

NetApp-

= BGP Is now our backbone protocol.

= OSPF relegated to LAN routing and supporting
IBGP establishment.

= No redistribution between routing protocols.

= Each site in its own BGP AS running eBGP
with Verizon or eBGP with other sites on P2P
INks.

= |ncredible scalability.

= Dynamic routing throughout — even to Internet
routers.

© 2008 NetApp. All rights reserved.



/I/_FT-“__ ________ | L _/.("___'3\ |
! | {
I
(__ i MPLS I MPLS 1
. 1 P s N T s bt
i Provider Provider | r
1 h .
1
| (NTT) | (Werizan) |
| ] 1
| 1
: fdeed ! Frovider !
| Erovder : a3 ! Garamne Nattop
i L e ! Summary Adrezs Generaiz Metien
]' s o Serd 1o |57 on————
& i S 1o 57
e R
il T H il
it it
|
1
re. K I
| Site | I
| Private ! |
AR |
|
I |
|
I Accept 00,00 o |
| : o I5F, Site |
1 sand oo CRO .
i I Public |
1
| ! AS|
i S L " S L [ 0 g g |
i |
\ |
1 |
| |
|
' i
i : I
| : f- 3 - -
I BGF Posting belorabive
| l OSPF  Jlioms tneseopue poomaen - vae
) e oo o MPER Jun
! | Area X. XXX oo Jstan o0 Jowen
| | Wi B0 |Loepbeckds |2 ——]
I
I
' | : T T T esren jun
| | | ppez B |Loopbackn R [Loopteckl
1 | | pora Bcr  Lospraso |cRaz e
|
1 1
1 ! | pn o ) F s
| | | = e [Loeptecsn |chn v T i et voe O Lovaets
I “"I'l“f.l."’....l.“‘loi.. 1 Eﬂ eEF  |LoopbeckDl  |[CRIT PV AT Aderess for CRIN Loapd
- IBGF +
: : | Fote + : I DG Loopbeckl  |IROC Loapbeck]
I
1 - | | 7 B raad G ™
- ! | | OSPF eFsé_|Loogbockl) |CRD __|RHAT Adsiees for CRA Loaoll
5::'1::25“»;’ N | \ : P |Loogbeckd [OFIZ |1 HAT doess os RN Loooll
w2 BaP I i CE Latack]
. OSPF | EEEEEE |
- i A ' i EF _|Lgtenid |oAl___|Loogea
rea Ul [ BGP | [ [oo |umssn fen e
- s s - e = I i =T B0 [Losgbwckll [WRD  [ioosbackd)
| . I \ I i =2 B |Loegtackd | R0 Lospeackl
| fasriiussiiaa H 1 e Jistend R |Losstenn
__________________________ . . toghas
1 1
| | : M 85 |Loepbacin |t ——
| | L] . s B0 |Losptackl (WL Lospteck]
1 1 : M 1 B |lgbacki [Whiz |ioosbecid
| | 1 . T e |Liepteck |ROT Loceberk]
| | e — —
1 1
i - I Layar 3 Rauting Notss
I g- I - Routing at Tler-1 6k26 will use OSPF for Intamal connectivity between the local
| | rouErs. OSPF @S0 wil D2 USSl [0 iransner NEtARD exemal SUDNEs 10 Me core.
1 E 1 - DZFF wil ba corfigurad between all devices on WLAN 3 and 4, Including the LAN
1 8 1 core Faliches and the firewalls. Loopbacks on fese devicas should also be In OSPF
1 to allow BSP nelghbors bo form.
: I - DSPF wil dlso be usad dernally betwesn the IRE, 1S5, and FWE. This provides
0 regundancy for VAN 10 and VLAM 11 interfaces on Tie IR,
: JOSPF : - Tne: Firzaals vl l2am 3 getault roule from ihe Inemet roulers via OSFF. The Care
1 Area X.X.3.X 1 will generata 3 defaul Into OSPF for the rest of the site afier leaming Te defaut route
i i from IRO112 vla eSGP. The Fifs do nol run B2, only OSPF.
- [BGP wll b= corfgurad bebween the two Intemet Routers betwesn Loopacks.
& e ] Project Tier 1 Template - WAN Change Control Revision E ﬁ -— a E g Lo Jn | ﬂ \
\o comeany Title Layer 3 Routing - . . -
[NetApp" V255 Author Michas! J. Morris File Name Tieri Template-VéaN.vsd L I e el I D = el . o IR IO e




" Dynamic Internet Access

NetApp-

= BGP peering between internal core routers and
NetApp Internet routers.

= Allows hub sites and large offices to dynamically
accept default route from ISPs and pass default to
iInternal network.

— Internal core then updates Verizon Private IP via BGP.

— Field sites route dynamically over Verizon Private IP to
nearest hub site for Internet access.

= If a hub or large site’s Internet circuit goes down:

— BGP updates internal core, which updates Verizon
Private IP, which reconverges to another hub site.

— Reconvergence takes about 8 seconds.

= Internet circuits at large sites reduced to one circulit,
field sites use hub sites.

= Reduced ISP costs by 61%.

© 2008 NetApp. All rights reserved.




" Lessoned Learned

NetApp-

Standards and templates come first. Know what you want to build
before trying to build it.

A written RFP provides so many benefits. Take the time to do
one.

Build it as a global team. It takes a lot to do a global network.
BGP is the new enterprise protocol. Use it and all of its features.

Make everything dynamic — a good network design can make all
parts of your network dynamic and reduce your costs.

Aggressive pricing and carrier credits can pay for legacy circuit
cancellations.

Specify required carrier diversity at all levels (circuit, CO, long-
distance backhaul, POP, PER). Then, be completely involved in
the carrier’s circuit provisioning.

Insist on end-to-end, per-site SLAs. Carriers, by default, only
provide averaged backbone SLAs. Those are useless.

The cheapest is not the best. Evaluate on more than cost.

© 2008 NetApp. All rights reserved.
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" Future Strategies and Needs

NetApp-

= Dynamic changes with providers - QoS, BW,
etc.

= Faster provisioning.

= | ooking glasses with MPLS providers.

= Routing Virtualization.

= Application acceleration.

= Extranets.

= More Ethernet access.

" MPLS "Internet” with Standard QoS.

© 2008 NetApp. All rights reserved.



" Questions ?

NetApp-




Go further, faster

NetApp Labs MPLS
IP VPN Network
(iIf time available)




NetApp-

Reasons for Building

= NetApp software developers place huge
demands on corporate network for
bandwidth.

= Several outages caused by rouge lab
traffic.

= |solate lab traffic to protect corporate
assets.

= Provide optimal connectivity between
technology center labs.

© 2008 NetApp. All rights reserved.



" High Level Design

NetApp-
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" Lab Routing

NetApp-

= All based on BGP as part of corporate backbone
routing protocol.

= All labs consolidated behind IT Lab Core routers which
are in their own BGP AS.
— eBGP to IT core.
— eBGP to Verizon MPLS (Lab VRF).
— eBGP or OSPF to the labs.
— Labs inside unique set of BGP AS'’s to identify routes.

= After identifying routes generated by labs using BGP
AS number, BGP controls used to influence routing.

= Result — as long as one end of a session Is in a lab,
even when the other end of the session in in the IT
network, all traffic flows over the Lab MPLS network.

— No policy routing required, all done with BGP.

— Single large links for Lab MPLS with backup via
Corporate MPLS.

© 2008 NetApp. All rights reserved.
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" Lab Traffic Flows

NetAbb*
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" Backup Lab Traffic Flows
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" Does it Work?

NetApp-

US5-5HN-LCO1-B2F2BAS uptime is 12 hours, 28 minutes
Time =since US-SHNN-LCO01-B2F2BAL switched to active

2

Primary Lab Router with
Lab MPLS circuit goes down.

12 hours,

28 minutes

— sSuspect boot data[BOOT CC

System restarted at 22:28:35 UIC Thu Aug 30 2007

Imm{mﬁm}mmld

Outage occurs, and traffic

flows via backup router

3

[FRCECUEE = =
e - - to the corporate network
0 e De
—— . . D Interface - % Usage | Traffic Rate | Packet Rate
During the outage, traffic T
5 between labs can be 250Mbps Aug 30, 2007
seen on corporate WAN Eh e RN
— ) 187 SMbps
e— — 125Mbps
O | 10.56.11.%3 E 2.56 Mbps
O | nwssae Cussisz | 2.15Mpps | |
O | w205\ | ©oILss | 1.99 Mbps o R ST T G = T B
D | 10.41.70.42 10,58.55.68 1.76 Mbps = Teafc e -Pek e
O 10.57.159.111 10,56.10.118 16Mbps (] EE | In 152, 1leps (5:25PM far 1m) 11.02 Mbps (4.77 GB)
- T35 P — it V
O 1.53 Mbps (98 with links to corporate yroue
o P 4 MPLS circuit restore
1.37 Mbps (88, network, before outage and traffic returns to
C} L_Z?Mbps {31.4? ME) normal path
O 1.22 Mbps (78.36 MB)
@] | 1.2Mbps (77.26 MB)
@) | 1. 18 Mbps (76.25 MB)




NetApp-

Benefits

= Lab traffic optimized.
— Direct WAN connectivity between labs.
— Separate QoS policy for lab traffic.
— Reduced delay.

= Large bandwidth links for software developers to use
for testing.

= Lab traffic removed from corporate network.
= No outages caused by rogue lab traffic.

= Consolidation of lab resources into new data center in
RTP, NC.

= Bangalore, India software developers much more
productive.

© 2008 NetApp. All rights reserved.
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" Stuff About Me

NetApp-

Worked in networking for over 10 years with a focus on
global, enterprise WANS.

Four years in the US Army as a Communications
Officer and paratrooper with the 82"d Airborne.

CCIE #11733.

Worked on two Fortune 10 networks, government
networks, and other enterprise networks.

Designed and built several global MPLS networks.

Featured blogger on Network World’s Cisco Subnet
— http://www.networkworld.com/community/morris

Serve on Cisco advisor board and customer councils.

© 2008 NetApp. All rights reserved.
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" Network Architecture (wiki)

NetApp-

Address ﬂj http: ffwikid. netapp. com fw IT_Metwork_Architecture

Google |G+ vGoog@ RS~ B~ B ~
Links .gj My Yahoo! @] IT Netwaork Architecture - Wikid .gj IT Communications Team -V

warning - do n)

article discussion view source his

WK

meatmen s |11 Network Architecture

|\
NetApp

Simnplirying Dala Menapemest

Contents [hide]
1 Introduction
1.1 Purpose
1.2 Goals
1.2 Contents
2 Business Drivers and Requirements

search

BGF Tier-1/2

WAN (WEx) Routers

router bgp <local private AS>
bgp log-neighbor-changes
maximum-paths 2
maximum-paths ibgp 2

1

"1t iBGPF Peers

1

neighbor

Templates

Each of these Site [T Tiers have a related Network Site Template

= High Level Design - how a site at that tier would normally coni
= Physical Design - the equipment required (by part number if a
= Logical Design - VLANSs, trunks, individual link types, IP Addr
= Layer 3 Routing - Tier specific routing information.

Blank diagram templates are also provided for creating any type

= Metwork Diagram Template (Landscape) - POF & | \Visio i
= Network Diagram Template (Portrait) - FOF & | Visio & - by
= MNetwork Diagram Visio Stencil - Visio & - a Visio stencil off

= Cisco lcons - PPTE | Visio Stencil & - the approved Cisco ic

Device Configuration Templates

The following are the actual configuration templ3
configuration guides for specific devices. These

To build a configuration for a device, select the t
these are difficult to maintain.

General Configuration Templates

The following are general templates that should
enclosed in <braces>. These commands are ba

Services

service timestamps debugy datetimg
service timestamps log datetime n
service password-encryption
no service tcp-small-servers
no service udp-small-servers
service tcp-keepalives-in

service ton-keenalives—onut

= Tier 1 Site Template (WAN) - FDF & | Visio &7 - large scale,
Cisco 3845 series routers.

= Tier 1 Site Template (LAN) - PDF & | Visio &7 - large scale,
layer with external modules (labs, data centers, etc). Uses Ci

= Tier 2 Site Template (WAN) - POF & | Visio & - large scale

= Tier 2 Site Template (WAN) - Single ISP Option - FOF & |
series routers.

= Tier 2 Site Template (LAN) - PDF & | Visio &7 - large scale,

1

11! eBGP Peers
1

i
E neighbor

IP> peer—-group 1iEBGP-Peer

IP> peer—-group iBGP-Peer

iBGP-Peer peer—-group
neighbor iBGP-Peer remote-as <local pJ
neighbor iBGP-Peer update-source Looph
iBGP-Peer timers 15 45
neighbor <CRO1 Loopback(
neighbor <CR01 Loopback( IP> desc CRO1
neighbor <CR0Z2 Loopback(
neighbor <CR0Z2 Loopback( IP> desc CROZ

neighbor <remote eBGP peer address> remote-as <remot
neighbor <remote ebBGPF peer address> description <MPI
neighbor <remote eBGP peer address> timers 15 45

MNetFlow is configured on routers with the following commands:

ip flow-export source Loopback0

+ ip flow-export wversion 5

. ip flow-export destination <IP Address> <Port>
E ip flow-cache timeout active 1

+ ip flow-cache timeout inactive 15

¢ A1l L3 Interfaces

i int <interface name>

ip route-cache flow

ip flow-export source LoopbackO

ip flow-export wversion 5

ip flow-export destination <IP Address> <Port>
ip flow-cache timeout active 1

ip flow-cache timeout inactiwve 15

netflow

nde sender version 5
aging long 64

aging normal 32

flow ip interface-full
nde interface

L3 Interfaces
<interface name>
ip route-cache flow
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" QoS

NetApp-

= 7-level QoS model

* Maps to any MPLS

carrier QoS model by Cs6 48
Comblnlng traﬂ:lc MISSI;INOE::ITICAL AIE::1 ;461
classes T
= Protects business — el =
application and VolP BEST - EFFORT cso 0

from bulk transfers and
Internet traffic
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