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1.0 Executive Summary 

Introduction 

 

While ensuring acceptable application delivery has always been important, it historically 
was not a top of mind issue for the majority of IT organizations.  That changed several 
years ago when IT organizations began to develop a concerted focus on it.  Throughout 
this handbook, the application delivery challenges and solutions of this era will be 
referred to as Application Delivery 1.0. 
 
At the same time that many IT organizations are still in the process of implementing 
solutions that respond to the challenges of the Application Delivery 1.0 era, a new 
generation of challenges is emerging.  These challenges are driven in large part by the: 
 

 Emergence of a sophisticated mobile workforce 

 Shifting emphasis and growing sophistication of cyber crime 

 Adoption of varying forms of virtualization 

 Adoption of cloud computing 
 
Throughout this handbook, the emerging generation of application delivery challenges 
and solutions will be referred to as Application Delivery 2.0. 
 
As we enter the Application Delivery 2.0 era, leading edge IT organizations must develop 
plans for implementing an application delivery function that can respond to both the 
existing and the emerging challenges.  The development and implementation of those 
plans will not be easy, in part because the plans must cross myriad organizational 
boundaries and involve rapidly changing technologies never before developed by 
vendors, nor planned, designed, implemented and managed by IT organizations in a 
holistic fashion.  The primary goal of this handbook is to help IT organizations plan for 
that transformation.    
 

Application Delivery Challenges 

 

The following challenges are associated with the Application Delivery 1.0 era: 
 

 Limited focus on application development 

 Chatty protocols and applications 

 The Webification of applications 

 Security vulnerabilities 

 Server consolidation 
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 Data center consolidation and single hosting 

 Distributed employees 

 Distributed applications 

 Complexity 
 
All of the challenges listed above continue to impact IT organizations.  In the Application 
Delivery 2.0 era, however, some of the challenges have morphed.  For example, 
supporting distributed employees has morphed to where a large percentage of those 
employees are now mobile.  In addition, the security vulnerabilities that were a challenge 
in the Application Delivery 1.0 era, are now even more of a challenge in the Application 
Delivery 2.0 era given the shifting emphasis and growing sophistication of cyber crime.  
Some of the other challenges that are associated with the Application Delivery 2.0 era 
include: 
 

 Service Oriented Architectures (SOA) with Web Services 

 Web 2.0 and Rich Internet Applications 

 The increased focus on services 

 Internal Service Level Agreements (SLAs) 

Virtualization 

 

Relative to the Application Delivery 2.0 era, virtualization is a double-edged sword as it 
both presents challenges and solutions.  Of all of the myriad forms of virtualization, server 
virtualization receives the most attention.  Some of the challenges associated with server 
virtualization include: 
 

 Contentious management of the vSwitch 

 Breakdown of network design and management tools 

 Limited visibility into VM-to-VM traffic 

 Poor management scalability 

 Multiple hypervisors 

 Inconsistent network policy enforcement 

 Manual network reconfiguration to support VM migration 

 Over subscription of server resources 

 Layer 2 network support for VM migration 

 Storage support for virtual servers and VM migration 

 Complex troubleshooting on a per-VM basis  
 

At the present time, there is no overarching solution for the comprehensive management 
of a computing environment composed of virtualized servers, storage, and networks. 
Listed below are some the key developments that can help IT departments meet the 
challenges of virtualization. 
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 Dynamic infrastructure management 

 Virtualized performance and fault management 

 Distributed virtual switching 

 Edge virtual bridges 

 Orchestration and provisioning 
 

While it does not receive as much attention as server virtualization does, there is a 
growing interest in the part of IT organizations to deploy desktop virtualization.  The two 
fundamental forms of desktop virtualization are: 

 

 Server-side application/desktop virtualization 

 Client-side application/desktop virtualization 
 

With server-side virtualization, the client device plays the familiar role of a terminal 
accessing an application or desktop hosted on a central presentation server.  There are 
two primary approaches to server-side application/desktop virtualization.  They are: 

 

 Server Based Computing (SBC) 

 Virtual Desktop Infrastructure (VDI) 
 

Client-side application virtualization is based on a model in which applications are 
streamed on-demand from central servers to client devices.  On the client-side, streamed 
applications are isolated from the rest of the client system by an abstraction layer 
inserted between the application and the local operating system.  

 
One of the primary challenges that are associated with implementing desktop 
virtualization is achieving an acceptable user experience for client-to-server connections 
over a WAN.  For example, VDI requires at least 200 Kbps of bandwidth per 
simultaneous user and the minimum peak bandwidth required for a PCoIP connection is 
one Mbps.  In most cases, the successful deployment of desktop virtualization requires 
the broad deployment of WAN optimization techniques that focus on the particular 
characteristics of the various traffic streams that are associated with desktop 
virtualization.   

 
While not widely deployed currently, IT organizations are showing a significant interest in 
implementing virtualized appliances.  A Virtual Appliance is based on the appropriate 
software running in a VM. Virtual appliances can include WOCs, ADCs, firewalls, and 
performance monitoring solutions among others.  An important set of synergies exist 
between virtual servers, virtual desktops and virtual appliances such as a WOC or a 
performance monitoring solution.  Perhaps the most important synergy is that virtual 
appliances are of particular interest to IT organizations in those instances in which server 
virtualization technology has already been implemented in both branch offices and in the 
data center.  
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A critical factor that must be considered when evaluating the deployment of virtual 
appliances in a dynamic, on-demand fashion is the degree of integration that the virtual 
appliance has with the virtual server management system.  Ideally this management 
system would recognize the virtual appliances as another type of VM and understand the 
associations between the appliance VM and the application VMs in order to allow a 
coordinated migration whenever this is desirable. 

Cloud Computing 

 

As was the case with virtualization, relative to the Application Delivery 2.0 era, cloud 
computing is a double-edged sword as it both presents challenges and solutions.  One, 
almost comical aspect of cloud computing is that there is a high degree of disagreement 
in the IT industry around the precise definition of what is meant by cloud computing.  In 
spite of that confusion, the goal of cloud computing is quite clear.  That goal is to enable 
IT organizations to achieve an order of magnitude improvement in the cost effective, 
elastic provisioning of IT services that are good enough.  The phrase good enough 
refers in part to the fact that the SLAs that are associated with public cloud computing 
services such as Salerforce.com or Amazon‘s Simple Storage System are generally very 
weak.   
 
Some of the primary characteristics of a cloud computing solution are: 
 

 The centralization of applications, servers and storage resources 

 The extensive virtualization of every component of IT 

 The standardization of the IT infrastructure.   

 The simplification of the applications and services provided by IT  

 Technology convergence 

 Service orchestration  

 Automation  

 Self-service  

 Usage sensitive chargeback 

 The dynamic movement of resources  
 

While there is some disagreement, the general consensus is that there are three primary 
classes of cloud computing solutions.  They are: 
 

 Public  

 Private 

 Hybrid 
 

Cloud computing is based on a number of familiar concepts including time-sharing, 
automation, virtualization and the rental of applications.  What is new about cloud 
computing is the synthesis of these concepts combined with the dynamic creation and 
movement of IT resources.  
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As is true with any new technology or way to deliver technology based services, there are 
risks associated with the adoption of all three classes of cloud computing.  While the 
security risks get the most attention, cloud computing also presents significant 
management and performance challenges.  However, the biggest risk accrues to those 
companies that don‘t implement any form of cloud computing.    

A Reality Check 

 
The most important optimization tasks facing IT organizations are: 
 

 Relating the performance of applications to their impact on the business 

 Ensuring acceptable performance for VoIP traffic 

 Improving the performance of applications used by mobile workers 

 Ensuring acceptable performance for video or telepresence traffic 

 Ensuring acceptable performance for the applications that you acquire from a 
Software-as-a-Service provider 

 
The tasks listed above represent a mixture of challenges from both the Application 
Delivery 1.0 and 2.0 eras.   
 
Roughly one third of IT organizations have broadly implemented optimization functionality 
throughout their company.  The penetration of optimization functionality will increase over 
the next year, in part based on the plans that IT organizations have to implement virtual 
appliances.   
 
The most important management tasks facing IT organizations are: 
 

 Rapidly identify the root cause of degraded application performance 

 Identify malicious traffic and eliminate it 

 Effectively manage QoS 

 Prevent large-scale DDoS attacks 

 Identify the components of the IT infrastructure that support the company‘s critical 
business applications 

 
Given the added complexity caused by the adoption of virtualization and cloud 
computing, it is not surprising that the most important management task is to rapidly 
identify the root cause of degraded application performance.  IT organizations have 
historically focused their management efforts on individual technology domains, such as 
LAN, WAN and servers.  While that is still the most common approach, almost half of IT 
organizations also have a focus on applications and over a third of IT organizations also 
have a focus on managing services, where services are comprised of multiple, inter-
related applications. 
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Planning 

 

There are a number of planning functions that are critical to successful application 
delivery.  One of these functions is WAN emulation.  One of the goals of WAN emulation 
is to enable and encourage software engineers to develop applications that perform well 
over a WAN.  Another key function is baselining.   Baselining provides a reference from 
which service quality and application delivery effectiveness can be measured. It does so 
by quantifying the key characteristics (e.g., response time, utilization and delay) of 
applications and various IT resources including servers, WAN links and routers.    

 
An important task for all IT organizations is to integrate planning and operations.  One of 
the reasons to integrate planning and operations is that it results in the reduction in the 
number of management tools that must be acquired and supported.  This reduces cost, 
which is particularly important in this challenging economic environment.  Another reason 
to integrate planning and operations is because it also increases the communications 
within the IT organization.  This follows because fewer tools result in less disagreement 
over the health of the IT infrastructure and the applications that use that infrastructure.  
One of the technologies that can be used to better integrate planning and operations is 
route analytics.   

Network and Application Optimization 

 

The phrase network and application optimization refers to an extensive set of 
techniques the goal of which is to optimize the performance of networks and applications 
as part of assuring acceptable application performance.  The primary role that these 
techniques play is to: 
 

 Reduce the amount of data sent over the WAN; 

 Ensure that the WAN link is never idle if there is data to send; 

 Reduce the number of round trips (a.k.a., transport layer or application turns) 
necessary for a given transaction; 

 Overcome the packet delivery issues that are common in shared (i.e., over-
subscribed) networks; 

 Mitigate the inefficiencies of certain protocols and/or applications; 

 Offload computationally intensive tasks from client systems and servers 
 
It is possible for an IT organization to acquire network and application optimization as a 
service from a managed service provider as described below.  It is also possible for IT 
organizations to acquire network and application optimization products.  These two 
approaches are complimentary. 
 

Some of the basic tasks of network and application optimization can be gained by 
deploying devices that function within the packet delivery network.  By packet delivery 
network is meant the packet payload and the transport, network and data link layers of 
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the Internet protocol suite.  However, more sophisticated techniques require an 
application delivery network (ADN).  ADN solutions leverage functionality that resides 
higher in the OSI protocol stack and can improve the effectiveness of application delivery 
based on the ability of these solutions to recognize application layer signatures and to 
then differentiate among the various applications that share and contend for common 
transport resources.    
 

There are two principal categories of network and application optimization products.  One 
category is typically referred to as a WAN Optimization Controller (WOC).  WOCs are 
often referred to as symmetric solutions because they typically require an appliance in 
both the data center as well as at the branch office or end user device.  WOCs implement 
a wide variety of technologies, including caching, compression, congestion control, 
forward error correction, protocol acceleration, as well as request prediction and 
spoofing.   

 
The second category of network and application optimization products is typically referred 
to as Application Delivery Controllers (ADCs).  ADCs began as simple layer 4 load 
balancers but now provide a wide range of functionality including SSL offload, application 
firewall, global traffic distribution, rate shaping, DDoS/DoS protection, asymmetrical 
application acceleration and response time monitoring.  ADCs are often referred to as 
asymmetric solutions because they only require an appliance in the data center.   

Managed Service Providers (MSP) 

 

The last few years has seen the development of a new class of MSP – the Application 
Delivery MSP (ADMSP).  There are two primary categories of managed application 
delivery services provided by ADMSPs: site-based services and Internet-based services.  
Site-based services are comprised of managed WOCs and/or ADCs installed at 
participating enterprise sites.  The application optimization service may be offered as an 
optional add-on to a WAN service or as a standalone service that can run over WAN 
services provided by a third party. Where the application delivery service is bundled with 
a managed router and WAN service, both the WOC and the WAN router would be 
deployed and managed by the same MSP. 

 
Whether implemented in a do-it-yourself (DIY) manner or via site-based services, the 
traditional classes of application delivery solutions (ADC, virtual ADC, WOC, virtual 
WOC) were designed to address application performance issues at both the client and 
server endpoints. These solutions make the assumption that performance characteristics 
within the WAN itself are not optimizable because they are determined by the relatively 
static service parameters controlled by the WAN service provider. This assumption is 
reasonable in the case of WAN services such as ATM or MPLS. However, this 
assumption does not apply to enterprise application traffic that transits the Internet 
because there are significant opportunities to optimize performance within the Internet 
itself based on Application Delivery Services (ADSs).  
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An ADS is an Internet-based service that focuses on the acceleration of the increasing 
number of applications that traverse the Internet.  Ensuring acceptable application 
performance over the Internet is difficult because the Internet is a network of networks 
and the only service providers that get paid to carry Internet traffic are the providers of 
the first and last mile services.  All of the service providers that carry traffic between the 
first and last mile do so without compensation.  One of the affects of this business model 
is that there tend to be availability and performance bottlenecks at the peering points.  
Another affect is that since there is not a single, end-to-end provider, service level 
agreements (SLAs) for the availability and performance of the Internet are not available. 

 
An ADS leverages service provider resources that are distributed throughout the Internet 
in order to optimize the performance, security, reliability, and visibility of the enterprise‘s 
Internet traffic. All client requests to the application‘s origin server in the data center are 
redirected via DNS to an ADS server in a nearby point of presence (PoP). This edge 
server then optimizes the traffic flow to the ADS server closest to the data center‘s origin 
server. 

Management 

 

One of the key challenges associated with ensuring acceptable application delivery is 
that currently in the vast majority of instances it is the end user, and not the IT 
organization, that first notices application degradation.  As such, the ability to have end-
to-end visibility is a minimum management requirement.  In this context, end-to-end 
visibility refers to the ability of the IT organization to examine every component of IT that 
impacts communications once users hit ENTER or click the mouse button when they 
receive a response from an application.   
 

Port 80 is the port that servers listen to while expecting to receive data from Web clients.  
As a result, a firewall can‘t block port 80 without eliminating much of the traffic on which a 
business may depend. Taking advantage of this fact, many applications will port-hop to 
port 80 when their normally assigned ports are blocked by a firewall. This behavior 
creates what is referred to as the port 80 black hole.  Well-known applications that do 
port hoping include AOL‘s instant messaging (AIM), Skype and applications based on the 
Financial Information eXchange (FIX) protocol.  Just looking at these three applications, 
the port 80 black hole creates issues relative to: 

 

 Security – AIM can carry viruses and worms 

 Compliance – In some instances, regulations require that IMs must be archived  

 Legal – The file sharing enabled by Skype can be against the law 

 Performance – FIX based applications can be very time sensitive 
 

As mentioned, one of the technologies that can be used to better integrate planning and 
operations is route analytics.  From an ongoing management and operations perspective, 
the goal of route analytics is to provide visibility, analysis and diagnosis of the issues that 
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occur at the routing layer.  A route analytics solution achieves this goal by providing an 
understanding of precisely how IP networks deliver application traffic.  This requires the 
creation and maintenance of a map of network-wide routes and of all of the IP traffic 
flows that traverse these routes.  This in turn means that a route analytics solution must 
be able to record every change in the traffic paths as controlled and notified by IP routing 
protocols.   

 
Application performance management (APM) is a relatively new management discipline.  
Part of the growing interest in APM results from the fact that as previously mentioned, a 
number of IT organizations have begun to offer SLAs to their company‘s business and 
functional managers for at least a handful of business critical applications.  The newness 
of APM is attested to by the fact that ITIL has yet to create a framework for APM.  
Successful APM requires a holistic approach based on integrated management of both 
the application itself as well as the end-to-end IT infrastructure.   

 
The automation of management tasks is a critical topic for multiple reasons.  One reason 
is that the majority of IT capital and personnel resources are consumed maintaining the 
status quo and this percentage increases every year as more functionality is added to the 
IT infrastructure.  The second reason is that performing repetitive, time-consuming tasks 
is error prone.  Automation has the potential to reduce the amount of resources 
consumed by management tasks and simultaneously to improve the quality associated 
with those tasks. 

Control 

 

To effectively control both how applications perform, as well as who has access to which 
applications, IT organizations must be able to utilize the following functionality: 

 

 Route optimization 
The goal of route optimization is to make intelligent decisions relative to how traffic 
is routed through an IP network.   

 SSL VPN Gateways 
One of the purposes of an SSL VPN gateway is to communicate directly with both 
the user‘s browser and the target applications and enable communications 
between the two.  Another purpose of the SSL VPN gateway is to control both 
access and actions based on the user and the endpoint device.   

 Traffic Management and QoS 
Traffic Management refers to the ability of the network to provide preferential 
treatment to certain classes of traffic. It is required in those situations in which 
bandwidth is scarce, and where there are one or more delay-sensitive, business-
critical applications.  

 Web Application Firewall (WAF) or WAF Service  
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In order to overcome challenges such as the previously mentioned Port 80 Black 
Hole, IT organizations need to implement WAFs and/or acquire a WAF service 
from a service provider. 

2.0 Introduction 

Background and Goals 

 
Throughout this handbook, the phrase ensuring acceptable application delivery will 
refer to ensuring that the applications that an enterprise uses:  
 

 Can be effectively managed 

 Exhibit acceptable performance 

 Incorporate appropriate levels of security 

 Are cost effective 
 
While ensuring acceptable application delivery has always been important, it historically 
was not a top of mind issue for the majority of IT organizations.  That changed several 
years ago when IT organizations began to develop a concerted focus on it.  As part of 
this focus, many IT organizations began to deploy a first generation of solutions that were 
intended to protect against a growing number of security attacks, to mitigate the impact of 
chatty protocols1 such as CIFS (Common Internet File System), to offload 
computationally intensive processing (e.g., TCP termination and multiplexing) from 
servers and to manage application performance on an end-to-end basis.  Throughout this 
handbook, the application delivery challenges and solutions of this era will be referred to 
as Application Delivery 1.02. 
 
At the same time that many IT organizations are still in the process of implementing 
solutions that respond to the challenges of the Application Delivery 1.0 era a new 
generation of challenges is emerging.  These challenges are driven in large part by the: 
 

 Emergence of a sophisticated mobile workforce 

 Shifting emphasis and growing sophistication of cyber crime 

 Adoption of varying forms of virtualization 

 Adoption of cloud computing 
 
As will be discussed in this handbook, the adoption of virtualization and cloud computing 
will both increase the probability that the performance of an application will degrade and it 
will make it dramatically more difficult for IT organizations to troubleshoot the root cause 

                                                 
1
 As is explained below, chatty protocols require hundreds of round trips to complete a single transaction. 

2
 The first in the series of application delivery handbooks was published in January 2007 with the goal of 

helping IT organizations evaluate this first generation of application delivery challenges and solutions 



2010 Handbook of Application Delivery 

 

 
State-of-the-Market Report 

 

July 2010  Page 13  

of the degradation.  Throughout this handbook, this emerging generation of application 
delivery challenges and solutions will be referred to as Application Delivery 2.0. 
 
A goal of this handbook is to help IT organizations develop the ability to minimize the 
occurrence of application performance issues and to identify and quickly resolve issues 
when they do occur.  To achieve that goal, this handbook develops a framework for 
application delivery that can be customized by IT organizations for use in their 
environment.  
 
Successful application delivery requires the integration of:  
 

 Planning 

 Network and application optimization 

 Management and  

 Control.   
 
This handbook details many of the Application Delivery 1.0 factors that complicate 
application delivery.  This includes the centralization of IT resources, the decentralization 
of employees and the complexity associated with n-tier applications.  As will be shown, 
each of these factors continues to present challenges in the Application Delivery 2.0 era.  
As will also be shown, in many cases the challenges that are associated with the 
Application Delivery 2.0 era are the logical extension of the challenges that were 
associated with the Application Delivery 1.0 era.  For example, ensuring acceptable 
performance for VoIP traffic was a major challenge during the Application Delivery 1.0 
era.  While that remains a challenge in the Application Delivery 2.0 era, so is the logical 
extension of that challenge – ensuring the acceptable performance of video and 
telepresence.   
 
In some cases, however, the challenges of the Application Delivery 2.0 era are brand 
new.  For example, one of the advantages of server virtualization is that virtual machines 
(VMs) can be moved between physical servers.  The task of moving a VM is a relatively 
simple function of the virtual server management system.  There can, however, be 
significant challenges in assuring that the VM‘s network configuration state (including 
QoS settings, ACLs, and firewall settings) is also transferred to the new location.   
 
As we enter the Application Delivery 2.0 era, leading edge IT organizations will develop 
plans for implementing an application delivery function that can respond to both the 
existing and the emerging challenges.  This transformation will not be easy, in part 
because it crosses myriad organizational boundaries and it involves rapidly changing 
technologies never before developed by vendors, nor planned, designed, implemented 
and managed by IT organizations in a holistic fashion.  Another one of the goals of this 
handbook is to help IT organizations plan for that transformation.    
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Taxonomy of Applications 

 
The typical enterprise has hundreds of applications that transit the WAN.  These 
applications can be categorized as follows: 
 
1. Business Critical 
A company typically runs the bulk of its key business functions utilizing a handful of 
applications.  It can develop these applications internally, buy them from a vendor such 
as Oracle or SAP, or acquire them from a Software-as-a-Service (SaaS) provider such as 
Salesforce.com. 
 
2. Communicative and Collaborative 
This includes delay sensitive applications such as Voice over IP (VoIP), telepresence and 
traditional video and audio conferencing, as well as applications that are less delay 
sensitive such as email and instant messaging.   
 
3. Other Data Applications 
This category includes the bulk of a company‘s data applications.  While these 
applications do not merit the same attention as the enterprise‘s business critical 
applications, they are nevertheless important to the successful operation of the 
enterprise. 
 
4. IT Infrastructure-Related Applications 
This category contains applications such as DNS and DHCP that are not visible to the 
end user, but that are critical to the operation of the IT infrastructure. 
 
5. Recreational 
This category includes a growing variety of applications such as Internet radio, YouTube, 
streaming news and multimedia, music downloading and other media sharing.  The most 
recent addition to this class of applications are social media applications such as 
Facebook. 
 
6. Malicious (a.k.a., Malware) 
This includes any application intended to harm the enterprise by introducing worms, 
viruses, spyware or other security vulnerabilities. 
 
IT organizations need to identify malicious applications and eliminate them.  Depending 
on the corporate policy, they may need to eliminate recreational applications or they may 
need to just control their usage.  While it may well make sense to optimize an application 
that is based on a chatty protocol, it makes no sense to optimize malware or to 
accelerate real time traffic such as VoIP.  What does make sense is to ensure that real 
time traffic is not interfered with by other traffic such as bulk file transfers. 
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Application delivery is more complex than merely accelerating the performance of 
all applications. 
 
Because they make different demands on the network, another way to classify 
applications is whether the application is real time, transactional or data transfer in 
orientation.  For maximum benefit, this information must be combined with the business 
criticality of the application.  For example, live Internet radio is real time but in virtually all 
cases it is not critical to the organization‘s success.  It is also important to realize that 
applications such as Citrix‘s XenApp3 or SAP comprise multiple modules with varying 
characteristics.  Thus, it is not particularly meaningful to say that Citrix XenApp traffic is 
real time, transactional or data transfer in orientation.  What is important is the ability to 
recognize application traffic flows for what they are, for example a Citrix printing flow vs. 
editing a Word document. 
 
Successful application delivery requires that IT organizations are able to identify 
the applications running on the network and are also able to ensure the acceptable 
performance of the applications relevant to the business while controlling or 
eliminating applications that are not relevant. 

Foreword to the 2010 Edition 

 
As stated above, we have entered a second generation of application delivery challenges 
and solutions.  So, while this year‘s version of the application delivery handbook builds on 
the 2009 edition of the handbook, it is also significantly different than last year‘s version.  
For example, all of the case studies and market research that were in the 2009 edition of 
the handbook have been removed.   The only market research that is in this year‘s 
edition is contained in section 6 (A Reality Check) and reflects the results of surveys that 
were conducted in early 2010.   
 
On the assumption that the majority of the challenges and solutions of the Application 
Delivery 1.0 era are by now relatively well understood, the description of those 
challenges and solutions was made more succinct.  To compensate for that, any reader 
who would like a more detailed description of those challenges and solutions will continue 
to be able to access the 2009 edition of the handbook at Webtorials.  In addition to 
making the description of the challenges and solutions of the Application Delivery 1.0 ear 
more succinct, three entire sections were removed from the 2009 edition.  Those sections 
were entitled The Role of the CIO, The Changing Network Management Function, and 
Pulling it Together. 
 
All of that information was removed in order to enable the 2010 edition of the handbook 
to focus on the Application Delivery 2.0 era.  With that in mind, section 3 (Application 
Delivery Challenges) was significantly re-written to include a focus on describing some of 
the challenges of the Application Delivery 2.0 era.  In addition, two new sections were 

                                                 
3
 Citrix XenApp was formerly Citrix Presentation Server 
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added – one on virtualization and one on cloud computing.  In addition, the concepts 
(e.g., planning) described in remaining chapters were modified, where appropriate, to 
reflect how those concepts are impacted by the emergence of the Application Delivery 
2.0 era.   

3.0 Application Delivery Challenges 
 

This section of the handbook discusses some of the aspects of the application delivery 
environment that make ensuring application delivery difficult.  It is unlikely any IT 
organization will exhibit all of the dynamics described in this section.  However, it is also 
unlikely that an IT organization will not exhibit at least some of these dynamics.  

The Application Delivery 1.0 Era 
 
The challenges listed below were initially associated with the Application Delivery 1.0 era 
but which continue to be challenges during the Application Delivery 2.0 era. 
 
Limited Focus of Application Development 
 
In most situations application development focuses on ensuring that applications are 
developed on time, on budget, and with relatively few security vulnerabilities.  Such a 
narrow focus, combined with the fact that application development has historically been 
done over a high-speed, low-latency LAN, means that the impact of the WAN on the 
performance of the application often remains unknown until after the application is fully 
developed and deployed.   

  
Chatty Protocols and Applications 
 
The lack of emphasis on an application's performance over the WAN often results in the 
deployment of chatty applications4 as illustrated in Figure 3.1.   
 

Figure 3.1:  Chatty Application 

 
 

To exemplify the impact of a chatty protocol or application, let's assume that a given 
transaction requires 200 application turns.  Further assume that the latency on the LAN 

                                                 
4
 Similar to a chatty protocol, a chatty application requires hundreds of round trips to complete a 

transaction. 
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on which the application was developed was 1 millisecond, but that the round trip delay of 
the WAN on which the application will be deployed is 100 milliseconds.  For simplicity, 
the delay associated with the data transfer will be ignored and only the delay associated 
with the application turns will be calculated.  In this case, the delay over the LAN is 200 
milliseconds, which is generally not noticeable.  However, the delay over the WAN is 20 
seconds, which is very noticeable. 
 
The preceding example also demonstrates the relationship between network delay and 
application delay.   

 
A relatively small increase in network delay can result a significant increase 

in application delay. 
 

Webification of Applications 
 
The phrase Webification of Applications refers to the growing movement to implement 
Web-based user interfaces and to utilize Web-specific protocols such as HTTP.  Unlike 
CIFS, HTTP is not a chatty protocol.  However, HTTP is used to download web pages.  It 
is common for a web page to have fifty or more objects, each of which requires multiple 
round trips in order to be transferred.  Hence, although HTTP is not chatty, downloading 
a web page may require hundreds of round trips.   

Security Vulnerabilities 

As previously noted, an integral part of ensuring application delivery is to ensure that the 
application can be delivered securely.  IT security has been an issue of growing 
importance for decades.  For example, in 2000, the Computer Emergency Response 
Team (CERT) at Carnegie Mellon University catalogued 1,090 security vulnerabilities5.  
In 2008, they catalogued 7,236 security vulnerabilities6.  Up until a few years ago, the 
primary motivation of a hacker was notoriety.   While notoriety continues to motivate 
some hackers, as will be discussed below, cyber crime has become more sophisticated 
and more pervasive. 

Server Consolidation 

 
Many companies either already have, or are in the process of, consolidating servers out 
of branch offices and into centralized data centers.  This consolidation typically reduces 
cost and enables IT organizations to have better control over the company‘s data. 

While server consolidation produces many benefits, it can also produce 
some significant performance issues. 

                                                 
5
 http://www.cert.org/stats/ 

6
 Ibid. 

http://www.cert.org/stats/
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Server consolidation typically results in a chatty protocol such as Common Internet File 
System (CIFS), which was designed to run over the LAN, running over the WAN.   

Data Center Consolidation and Single Hosting  

 
In addition to consolidating servers, many companies are also reducing the number of 
data centers they support worldwide.  This increases the distance between remote users 
and the applications they need to access.  Many companies are also adopting a single-
hosting model whereby users from all over the globe transit the WAN to access an 
application that the company hosts in a single data center. 

 
One of the effects of data center consolidation and single hosting is that it 
results in additional WAN latency for remote users.  

Distributed Employees 

 
The 80/20 rule in place until a few years ago stated that 80% of a company‘s employees 
were in a headquarters facility and accessed an application over a high-speed, low 
latency LAN.  The new 80/20 rule states that 80% of a company‘s employees access 
applications over a relatively low-speed, high latency WAN. 

 
In the vast majority of situations, when people access an application they 
are accessing it over the WAN instead of the LAN. 

 
Distributed Applications 
 
Most IT organizations have deployed a form of distributed computing often referred to as 
n-tier applications.  The browser on the user‘s device is typically one component of an n-
tier application.  The typical 4-tier application (Figure 3.2) is also comprised of a Web 
tier, an application tier and a data base tier which are implemented on a Web server(s), 
an application server(s) and a database server(s).   In the Application Delivery 1.0 era 
few, if any, of the servers were virtualized. 
 

Figure 3.2: A 4-Tier Application 
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Distributed applications increase the management complexity in part because each tier of 
the application is implemented on a separate system from which management data must 
be gathered.  The added complexity also comes from the fact that the networks that 
support these applications are comprised of a variety of switches, routers, access points, 
WAN optimization controllers, application delivery controllers, firewalls, intrusion 
detection systems and intrusion protection systems from which management data must 
also be gathered.  
 
Complexity 
 
As noted in the preceding paragraph, the traditional IT distributed application 
environment is complex in part because there are so many components in the end-to-end 
flow of a transaction.  If any of the components are not available, or are not performing 
well, the performance of the overall application or service is impacted.  In some 
instances, each component of the application architecture is performing well, but due to 
the sheer number of components, the overall delay builds up to a point where some 
function, such as a database query, fails.  Some of the implications of this complexity on 
performance management are that: 

 
In the vast majority of instances when the performance of a key business 
application is degrading, the end user, not the IT organization, first notices 
the degradation. 
 
As the complexity of the environment increases, the number of sources of 
delay increases and the probability of application degradation increases in a 
non-linear fashion. 
 
As the complexity increases the amount of time it takes to find the root 
cause of degraded application performance increases. 

 
In addition, as complexity increases so does the probability of a security intrusion.  That 
follows because as a system becomes more complex there are more components that 
need to be secured.  There are also more components that can be attacked. 

The Application Delivery 2.0 Era  

 
The challenges listed below are uniquely associated with the Application Delivery 2.0 era.  
However, because of their importance, the two factors that are most closely associated 
with the Application Delivery 2.0 era, virtualization and cloud computing, will be discussed 
in the next two sections of the handbook. 
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Services Oriented Architectures (SOA) with Web Services 
 
The movement to a Service-Oriented Architecture (SOA) based on the use of Web 
services-based applications represents the next step in the development of distributed 
computing.  Part of the appeal of an SOA is that: 
 

 Functions are defined as reusable services where a function can be a complex 
business transaction such as ‗Create a mortgage application‘ or ‗Schedule 
Delivery‘.  A function can also be a simple capability such as ‗Check credit rating‘ 
or ‗Verify employment‘. 

 Services neither know nor care about the platform that other services use to 
perform their function 

 Services are dynamically located and invoked and it is irrelevant whether the 
services are local or remote to the consumer of the service.   

 
In a Web services-based application, the Web services that comprise the application 
typically run on servers housed within multiple data centers.  As a result, the WAN 
impacts multiple traffic flows and hence has a greater overall impact on the performance 
of a Web services-based application that it does on the performance of a traditional n-tier 
application. 
 
Web 2.0 and Rich Internet Applications 
 
A key component of Web 2.0 is that the content is very dynamic and alive and that as a 
result people keep coming back to the website.  One of the concepts that is typically 
associated with Web 2.0 is the concept of an application that is the result of aggregating 
other applications.  This concept has become so common that a new term, mashup, has 
been coined to describe it. According to Wikipedia 7 a mashup is a web application that 
combines data from more than one source into a single integrated tool.  As is the case of 
a Web-services based application, the WAN impacts multiple traffic flows of a mashup. 
 
Another industry movement often associated with Web 2.0 is the deployment of Rich 
Internet Applications (RIA).  In a traditional Web application all processing is done on the 
server, and a new Web page is downloaded each time the user clicks.  In contrast, an 
RIA can be viewed as ―a cross between Web applications and traditional desktop 
applications, transferring some of the processing to a Web client and keeping (some of) 
the processing on the application server.‖ 8  RIAs are created using technologies such as 
Adobe Flash Player, Flex, AJAX and Microsoft‘s Silverlight. 
 
As was previously mentioned, the introduction of new technologies further complicates 
the IT environment and leads to move security vulnerabilities.  AJAX is a good example 
of that.  AJAX is actually a group of interrelated web development techniques used on the 

                                                 
7
 http://en.wikipedia.org/wiki/Mashup_(web_application_hybrid) 

8
 Wikipedia on Rich Internet Applications:http://en.wikipedia.org/wiki/Rich_Internet_Application  

http://en.wikipedia.org/wiki/Mashup_(web_application_hybrid)
http://en.wikipedia.org/wiki/Rich_Internet_Application
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client-side to create interactive web applications.  While the interactive nature of AJAX 
adds significant value, it also creates some major security vulnerabilities.  For example, if 
they are not properly validated, user inputs and user-generated content in an application 
can be leveraged to access sensitive data or inject malicious code into a site.  According 
to the AJAX Resource Center9 the growth in AJAX applications has been accompanied 
by a significant growth in security flaws and that this growth in security flaws ―has the 
potential to turn AJAX-enabled sites into a time bomb.‖ 
 
Sophisticated Mobile workers 
 
As previously noted, one of the challenges that was associated with the Application 1.0 
era is the fact that many employees who had at one time worked in a headquarters 
facility now work someplace other than a headquarters facility; i.e., a regional, branch or 
home office.  In the Application Delivery 2.0 era the challenge of supporting decentralized 
employees has evolved because many of these employees are now mobile10.  What has 
also evolved is the type of applications that these workers access.  At one time, mobile 
workers tended to primarily access either recreational applications or applications that 
are not delay sensitive; e.g., email.  However, in the current environment mobile workers 
also need to access a wide range of business critical applications, many of which are 
delay sensitive.  One of the issues associated with supporting mobile workers‘ access to 
delay sensitive, business critical applications is that because of the way that TCP 
functions, even the small amount of packet loss that is often associated with wireless 
networks results in a dramatic reduction in throughput.  
 
Shifting Emphasis and Growing Sophistication of Cyber Crime 
 
As previously noted, preventing security breaches was a key component of the 
Application Delivery 1.0 era.  One key thing that has evolved over the last couple of 
years, however, is the level of sophistication of cyber crime.  For example, McAfee 
recently published a report11 that stated that, ―Credit card fraud and identity theft have 
moved into the so-called ‗cash cow‘ phase of criminal strategy. In other words, it‘s a 
source of revenue, but there‘s not much room for growth, so criminals are looking for the 
new stars of their portfolios.  And intellectual property has emerged as a favorite.‖  Also 
included in the report was the observation that many malware writers now have R&D and 
test departments. 
See 
The Center for Strategic and International Studies (CSIS) recently released a report12 
entitled ―In the Crossfire – Critical Infrastructure in the Age of Cyber-War‖ that provided 
further evidence that cyber crime is becoming more sophisticated and costlier.   That 
report included the results of a survey that was completed by six hundred IT and security 

                                                 
9
 http://www.ajaxtopics.com/security.html 

10
  One analyst firm has predicted that there will be one billion mobile workers worldwide by 2011 -  

http://findarticles.com/p/articles/mi_m0EIN/is_2008_Jan_15/ai_n24230213/ 
11

 http://www.mcafee.com/us/about/press/corporate/2009/20090129_063500_j.html 
12

 http://csis.org/event/crossfire-critical-infrastructure-age-cyber-war 

http://www.ajaxtopics.com/security.html
http://findarticles.com/p/articles/mi_m0EIN/is_2008_Jan_15/ai_n24230213/
http://www.mcafee.com/us/about/press/corporate/2009/20090129_063500_j.html
http://csis.org/event/crossfire-critical-infrastructure-age-cyber-war
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executives in 14 countries.  According to the report, ―More than half of the executives 
surveyed (54 percent) said they had experienced ‗Large-scale denial of service attacks 
by high level adversary like organized crime, terrorists or nation-state (e.g. like in Estonia 
and Georgia).‘ The same proportion said they had been subject to ‗stealthy infiltration‖ of 
their network by such a high-level adversary ―e.g. like GhostNet‘—a large-scale spy ring 
featuring individualized malware attacks that enabled hackers to infiltrate, control, and 
download large amounts of data from computer networks belonging to non-profits, 
government departments and international organizations in dozens of countries.‖   
 
Another aspect of the changing nature of cyber crime is the sheer scale of the attacks.  In 
January 2010 Arbor networks published their Fifth Annual Infrastructure Security 
Report13.  According to that report, the peak rate of DDoS attacks has grown from 400 
Mbps in 2001 to 49 Gbps in 2009.  The report also stated that, "We expect DDoS attack 
rates to continue to grow, but given that most enterprises are still connected to the 
Internet at speeds of one gigabit per second (Gbps) or less, any attack over one Gbps 
will be typically effective, and often trigger collateral damage to adjacent network or 
customer service elements as well."  
 
The Increased Focus on Services 
 
Just as IT organizations are getting somewhat comfortable with managing the 
performance of applications, they are being tasked with managing the performance of 
services.  IT professionals use the term service in a variety of ways.  Throughout this 
handbook, the definition of the term service will include the key characteristics of the ITIL 
definition of service14.  Those characteristics include that a service: 
 

 Is based on the use of Information Technology. 

 Supports one or more of the customer's business processes.  

 Is comprised of a combination of people, processes and technology. 

 Should be defined in a Service Level Agreement (SLA). 
 
The definition of service used in this handbook will also include three other key 
characteristics.  Those characteristics are that: 
 

 A service is often comprised of multiple inter-related applications.  

 On a going forward basis, a service will increasingly be supported by an 
infrastructure that is virtual. 

 On a going forward basis, a service will increasingly be dynamic.  By dynamic is 
meant that the service can be provisioned or moved in a matter of seconds or 
minutes. 

 

                                                 
13

 http://www.marketwire.com/press-release/Arbor-Networks-Fifth-Annual-Infrastructure-Security-Report-
Finds-Service-Application-1103590.htm 
14

 http://www.knowledgetransfer.net/dictionary/ITIL/en/IT_Service.htm 

http://www.marketwire.com/press-release/Arbor-Networks-Fifth-Annual-Infrastructure-Security-Report-Finds-Service-Application-1103590.htm
http://www.marketwire.com/press-release/Arbor-Networks-Fifth-Annual-Infrastructure-Security-Report-Finds-Service-Application-1103590.htm
http://www.knowledgetransfer.net/dictionary/ITIL/en/IT_Service.htm
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Internal Service Level Agreements (SLAs) 
 
IT organizations have historically insisted on receiving an SLA for services such as MPLS 
that they acquire from a service provider.  However, IT organizations have been reluctant 
to offer an SLA internally to their organization‘s business and functional managers.  That 
situation has changed and today roughly half of IT organizations provide internal SLAs 
and that percentage is expected to grow.  In the current environment, IT organizations 
are more likely to offer an SLA for: 
 

 Availability than for performance 

 Networks than for applications 

 A selected set of WAN links or applications rather than for all of the WAN or all 
applications 

 
Most IT organizations, however, report that the SLAs that they currently offer internally 
are relatively weak and that they don‘t really have the tools and processes to effectively 
manage them.  Section 7 (Planning) will outline a process that IT organizations can use 
to effectively manage internal SLAs. 

4.0 Virtualization 

Introduction 

 
In the current environment, almost every component of IT can be virtualized.  This 
section of the handbook will focus primarily on three forms of virtualization:  server 
virtualization, desktop virtualization and virtualized appliances.  The benefits of server 
and desktop virtualization have been discussed in length in various trade publications.  
As a result, this section will not dwell on those topics, but will instead focus on defining 
the challenges associated with server and desktop virtualization as well as on the 
technologies, both existing and emerging, that enable IT organizations to respond to 
those challenges.  Because the benefits of virtual appliances have not been discussed in 
length in the trade publications, this section will discuss those benefits.  This section will 
also discuss the challenges associated with virtual appliances as well as the 
technologies, both existing and emerging, that enable IT organizations to respond to 
those challenges.  Additional information on this topic can be found in the 2010 report 
entitled Virtualization:  Benefits, Challenges and Solutions15. 
 
This section will only briefly mention the impact that virtualization has on networking.  
That topic will be covered in detail in a report to be published on or about October 1, 
2010. That report will be entitled Cloud Networking.   

                                                 
15

 http://www.webtorials.com/content/2010/06/virtualization.html 

http://www.webtorials.com/content/2010/06/virtualization.html
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Server Virtualization 

 
Challenges of Server Virtualization 
 
Some of the specific challenges that server virtualization poses for the network 
infrastructure and network management include: 
 
Contentious Management of the vSwitch 
Each virtualized server includes at least one software-based virtual switch (vSwitch).  
This adds yet another layer to the existing data center LAN architecture.  It also creates 
organizational stress and leads to inconsistent policy implementation. 
 
Breakdown of Network Design and Management Tools 
The workload for the operational staff can spiral out of control due to the constant stream 
of configuration changes that must be made to the static date center network devices in 
order to support the dynamic provisioning and movement of VMs.   
 
Limited VM-to-VM Traffic Visibility 
The first generation of vSwitches doesn‘t have the same traffic monitoring features as 
does physical access switches.  This limits the IT organization‘s ability to do security 
filtering, performance monitoring and troubleshooting within virtualized server domains.  
 
Poor Management Scalability 
The ease with which new VMs can be deployed has led to VM sprawl.  The normal best 
practices for virtual server configuration call for creating separate VLANs for the different 
types of traffic to and from the VMs within the data center.  The combination of these 
factors strains the manual processes traditionally used to manage the IT infrastructure.   
 
Multiple Hypervisors 
It is becoming increasingly common to find IT organizations using multiple hypervisors, 
each with their own management system and with varying degrees of integration with 
other management systems.  This creates islands of management within the data center.    
 
Inconsistent Network Policy Enforcement 
Traditional vSwitches lack some of the advanced features that are required to provide a 
high degree of traffic control and isolation.  Even when vSwitches support some of these 
features, they may not be fully compatible with similar features offered by physical access 
switches. This situation leads to implementing inconsistent end-to-end network policies. 
 
Manual Network Reconfiguration to Support VM Migration 
VMs can be migrated dynamically between physical servers.  However, assuring that the 
VM‘s network configuration state (including QoS settings, ACLs, and firewall settings) is 
also transferred to the new location is typically a time consuming manual process.   
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Over-subscription of Server Resources 
With a desire to cut cost, there is the tendency for IT organizations to combine too many 
VMs onto a single physical server.  The over subscription of VMs onto a physical server 
can result in performance problems due to factors such as limited CPU cycles or I/O 
bottlenecks.  
 
Layer 2 Network Support for VM Migration  
When VMs are migrated, the network has to accommodate the constraints imposed by 
the VM migration utility. Typically the source and destination servers have to be on the 
same VM migration VLAN, the same VM management VLAN, and the same data VLAN.  
 
Storage Support for Virtual Servers and VM Migration 
The data storage location, including the boot device used by the VM, must be accessible 
by both the source and destination physical servers at all times. If the servers are at two 
distinct locations and the data is replicated at the second site, then the two data sets 
must be identical.  
 
Complex Troubleshooting on a per-VM Basis 
Many of the same management tasks that must be performed in the traditional server 
environment need to be extended into the virtualized environment. An example of this is 
that IT organizations must be able to troubleshoot on a per-VM basis.   
 

To put the challenge of troubleshooting on a per-VM basis into perspective, consider a 
hypothetical 4-tier application, similar to what was depicted in Figure 3.2, that will be 
referred to as TheApp.  For the sake of this example, assume that TheApp is 
implemented in a manner such that the web server, the application server and the 
database server are each running on VMs on separate servers, each of which have been 
virtualized using different hypervisors.  It is notably more difficult to troubleshoot TheApp 
than it is to troubleshoot the traditional 4-tier application in part because each server has 
a different hypervisor management system and in part because of the lack of visibility into 
the inter-VM traffic on a given physical server. 
 

Troubleshooting in a virtualized environment is notably more difficult 
than troubleshooting in a traditional environment. 

Meeting the Challenges of Server Virtualization 

 
At the present time, there is no overarching solution for the comprehensive management 
of a computing environment composed of virtualized servers, storage, and networks. 
Listed below are some the key developments that can help IT departments meet the 
challenges of virtualization. 
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Dynamic Infrastructure Management 
A dynamic virtualized environment can benefit greatly from a highly scalable and 
integrated DNS/DHCP/IPAM solution. Where DNS, DHCP and IPAM share an integrated 
database, this obviates the need to manually coordinate records in different locations.   
 
Virtualized Performance and Fault Management 
Virtual switches currently being introduced into the market can export traffic flow data to 
external collectors.  Another approach to monitoring and troubleshooting intra-VM traffic 
is to deploy a virtual performance management appliance or probe16 within the virtualized 
server.  A third approach is to access the data in the virtual server management system. 
 
Distributed Virtual Switching (DVS) 
Most vSwitches include an integrated control and data plane. With DVS, the control and 
data planes are decoupled.  This makes it easier to integrate the vSwitch‘s control plane 
with the control planes of other switches and with the virtual server management system.  
 
Edge Virtual Bridges (EVBs) 
With EVB, the hypervisor is relieved from all switching functions, which are now 
performed by the physical access and aggregation network. Using Virtual Ethernet Port 
Aggregator (VEPA), all traffic from VMs is forwarded to the adjacent physical access 
switch and directed back to the same physical server if the destination VM is co-resident 
on the same server.  
 

Orchestration and Provisioning 
Service orchestration is an operational technique that helps IT organizations to automate 
many of the manual tasks that are involved in provisioning and controlling the capacity of 
dynamic virtualized services.   

Desktop
17

 Virtualization 

 
The two fundamental forms of desktop virtualization are: 
 

 Server-side application/desktop virtualization 

 Client-side application/desktop virtualization 
 
With server-side virtualization, the client device plays the familiar role of a terminal 
accessing an application or desktop hosted on a central presentation server and only 
screen displays, keyboard entries, and mouse movements are transmitted across the 
network.  This approach to virtualization is based on display protocols such as Citrix‘s 
Independent Computing Architecture (ICA) and Microsoft‘s Remote Desktop Protocol 
(RDP).   

                                                 
16

 This will be discussed in the subsequent analysis of virtual appliances. 
17

 In this context, the term ‗desktop‘ refers to the tradition desktop as well as to various mobile devices 
including laptops and smartphones. 
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There are two primary approaches to server-side application/desktop virtualization.  They 
are: 
 

 Server Based Computing (SBC) 

 Virtual Desktop Infrastructure (VDI) 
 
IT organizations have been using the SBC approach to virtualization for a long time and 
often refer to it as Terminal Services.  Virtual Desktop Infrastructure (VDI) is a relatively 
new form of server-side form of virtualization in which a VM on a central server is 
dedicated to host a single virtualized desktop.  
 
Client-side application virtualization is based on a model in which applications are 
streamed on-demand from central servers to client devices over a LAN or a WAN.  On 
the client-side, streamed applications are isolated from the rest of the client system by an 
abstraction layer inserted between the application and the local operating system. In 
some cases, this abstraction layer could function as a client hypervisor isolating streamed 
applications from local applications on the same platform.  Application streaming is 
selective in the sense that only the required application libraries are streamed to the 
user‘s device. The streamed application‘s code is isolated and not actually installed on 
the client system. The user can also have the option to cache the virtual application‘s 
code on the client system.  

Challenges of Desktop Virtualization 

 
IT organizations are showing a growing interest in desktop virtualization.  However: 
 

From a networking perspective, the primary challenge in 
implementing desktop virtualization is achieving adequate 
performance and an acceptable user experience for client-to-server 
connections over a WAN.   

 
Ensuring acceptable performance for VDI presents some significant challenges.  One 
such challenge is that, as is the case in with any TCP based application, packet loss 
causes the network to retransmit packets.  This can dramatically increase the time it 
takes to refresh a user‘s screen.  While this is a problem in any deployment, it is 
particularly troublesome in those situations (i.e., global deployments) in which there is a 
significant amount of packet loss.  In addition, VDI deployments are characterized by 
requiring a large number of simultaneous flows that cannot be supported by many of the 
WOCs currently on the market (see section 8). 
 
The ICA and RDP protocols employed by many hosted application virtualization solutions 
are somewhat efficient in their use of the WAN because they incorporate a number of 
compression techniques including bitmap image compression, screen refresh 
compression and general data compression. While these protocols can often provide 
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adequate performance for traditional data applications, they have limitations with 
graphics-intensive applications, 3D applications, and applications that require audio-video 
synchronization.  
 
Before implementing desktop virtualization, IT organizations need to understand the 
network implications of that implementation.  One of those implications is that other WAN 
traffic such as large file transfers, can negatively impact the user‘s experience with 
desktop virtualization.  Another implication is that a large amount of WAN bandwidth may 
be required.  For example, the first two columns of Table 4.1 show estimates for the 
amount of WAN bandwidth required by XenDesktop as documented in a recent entry in 
The Citrix Blog18.   
 

Table 4.1:  Bandwidth Requirements from a Representative Branch Office 

Activity 
XenDesktop 
Bandwidth 

Number of 
Simultaneous Users 

WAN Bandwidth 
Required 

Office 43 Kbps 10 430 Kbps 

Internet 85 Kbps 15 1,275 Kbps 

Printing 573 Kbps 15 8,595 Kbps 

Flash Video 174 Kbps 6 1,044 Kbps 

Standard WMV Video 464 Kbps 2 928 Kbps 

High Definition WMV 
Video 

1,812 Kbps 2 3,624 Kbps 

Total WAN Bandwidth   15,896 Kbps 
 

 
The two rightmost columns in Table 4.1 depicts one possible scenario of what fifty branch 
office users are doing and identifies that the total WAN bandwidth that is required by this 
scenario is just less than 16 Mbps. 
 
Compared with hosted applications, streamed applications are far less efficient as they 
typically use the same inefficient protocols (e.g., CIFS) that are native to the application. 
Furthermore, streamed applications create additional bandwidth challenges for IT 
organizations because of the much larger amount of data that must be transmitted across 
the WAN when the application is initially delivered to the branch. 

Meeting the Challenges of Desktop Virtualization 

 
As mentioned, protocols such as ICA and RDP have limitations with graphics-intensive 
applications, 3D applications, and applications that require audio-video synchronization.  
To respond to the challenges created by these types of applications, Teradici recently 
introduced the PC-over-IP (PCoIP) protocol.  PCoIP is a proprietary protocol that renders 
the graphics images on the host computer and transfers compressed pixel level data to 

                                                 
18

http://community.citrix.com/display/ocb/2010/05/20/How+Much+Bandwidth+Do+I+Need+for+My+Virtual+
Desktop 
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the client device.   PCoIP is the display protocol used by the recently introduced VMware 
View 4 VDI product, which also supports RDP.   
 
While PCoIP resolves some challenges, it also creates others.  For example, a recently 
published document19 stated that, ―To support the lower bandwidth typically available 
over a WAN, the minimum peak bandwidth required for a PCoIP connection has been 
reduced to 1 Mbps.‖  While the 1 Mbps required by PCoIP to support a single user 
represents a worst-case situation, it does underscore the fact that a significant amount of 
WAN bandwidth can be required to support desktop virtualization.  Another challenge 
associated with PCoIP is that Teradici cannot turn off encryption which makes it difficult, 
if not impossible, to optimize PCoIP traffic. 
 
As mentioned, packet loss can have a very negative impact on the performance of 
desktop virtualization solutions.  Two techniques that can be used to mitigate the impact 
of packet loss are Forward Error Correction (FEC) and real time Packet Order Correction 
(POC).  Unfortunately, these techniques are not widely supported by the current 
generation of WOCs.  As was also mentioned, one of the implications of implementing 
desktop virtualization is that other WAN traffic such as large file transfers, can negatively 
impact the user‘s experience with desktop virtualization.  To avoid this situation, QoS 
needs to be implemented throughout the WAN.  Given the need for QoS as well as the 
need to support large file transfers and to support the optimization of protocols such as 
CIFS and ICA: 
 

IT organizations that are implementing virtualized desktops should 
analyze the viability of implementing WAN and application 
optimization solutions.  

 
There are three general classes of network and application optimization solutions.  Two 
of these classes (WAN Optimization Controllers and Application Delivery Controllers) are 
described in section 8 of this handbook.  The third class (Application Delivery Services) is 
described in section 9 of this handbook.  Some of the relevant optimization technique 
include: 
 

 Compression 

 Caching and de-duplication  

 TCP Protocol optimization 

 Application and protocol (e.g., CIFS, HTTP, MAPI) optimization 

 Protocol (e.g., ICA, RDP, PCoIP) optimization 

 QoS and traffic shaping 
 
Although virtually all WAN Optimization Controllers (WOCs) on the market support the 
functions listed above, there are some significant differences in terms of how the 
functionality is implemented and how well it performs.  For example, the ICA and RDP 

                                                 
19

 http://www.teradici.com/media/resources/PCoIP-WAN-brief.pdf 

http://www.teradici.com/media/resources/PCoIP-WAN-brief.pdf
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protocols can be difficult to optimize for a number of reasons.  One of those reasons is 
that these protocols only send small request-reply packets.  This form of communications 
is best optimized by byte-level caching that is not supported by many WOC vendors.  In 
addition, before implementing any of the techniques listed above, an IT organization must 
determine which acceleration techniques are compatible with the relevant display 
protocols.  For example, in order to be able to compress ICA traffic, a WOC must be able 
to decrypt the ICA workload, apply the optimization technique, and then re-encrypt the 
data stream.  
 
In order to enable the growing population of mobile workers to access enterprise 
applications, the communications between the mobile worker and the data center has to 
be optimized.  One way to optimize this communications is to deploy client software on 
the user‘s mobile device (e.g., laptop, smartphone) that provides WOC functionality.  Until 
recently, the typical device that mobile workers used to access enterprise applications 
was a laptop. While that is still the most common scenario, today many mobile workers 
use their smartphones to access enterprise applications.  Therefore, over the next few 
years it is reasonable to expect that many IT organizations will support the use of 
smartphones as an access device by implementing server-side application virtualization 
for those devices.  This means that in a manner somewhat similar to remote workers, 
mobile workers will access corporate applications by running protocols such as ICA and 
RDP over a WAN.   
 
Just as was the case with workers who access applications from a fixed location, in order 
for mobile workers to be able to experience acceptable application performance, network 
and application optimization is required. In many cases the mobile worker will use some 
form of wireless access.  Since wireless access tends to exhibit more packet loss than 
does wired access, the WOC software that gets deployed to support mobile workers 
needs functionality such as forward error correction that can overcome the impact of 
packet loss.  In addition, as workers move in and out of a branch office, it will be 
necessary for a seamless handoff between the mobile client and the branch office WOC. 
 
As previously noted, application streaming creates some significant WAN performance 
problems that require the deployment of a WOC in part because the code for streamed 
applications is typically transferred via a distributed file system protocol, such as CIFS, 
which is well known to be a chatty protocol. Hence, in order effectively support 
application streaming, IT organizations need to be able to optimize the performance of 
protocols such as CIFS, MAPI, HTTP, and TCP.  In addition, IT organizations need to 
implement other techniques that reduce the bandwidth requirements of application 
streaming. For example, by using a WOC, it is possible to cache the virtual application 
code at the client‘s site. Caching greatly reduces the volume of traffic for client-side 
virtualized applications and it also allows applications to be run locally in the event of 
network outages. Staging is a technique that is similar to caching but is based on pre-
positioning and storing streamed applications at the branch office on the WOC or on a 
branch server. With staging, the application is already locally available at the branch 
when users arrive for work and begin to access their virtualized applications. 
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One of the challenges associated with deploying WOC functionality to support desktop 
virtualization is: 
 

Supporting desktop virtualization will require that IT organizations are 
able to apply the right mix of optimization technologies for each 
situation.  

 
For example, pre-staging and storing large virtual desktop images on the WOC at the 
branch office must be done in an orchestrated fashion with the corresponding resources 
in the data center. Another example of the importance of orchestration is the growing 
requirement to automatically apply the right mix of optimization technologies.  For 
example, as noted protocols such as ICA and RDP already incorporate a number of 
compression techniques.  As a result, any compression performed by a WAN 
optimization appliance must adaptively orchestrate with the hosted virtualization 
infrastructure to prevent compressing the traffic twice - a condition that can actually 
increase the size of the compressed payload.   

Virtual Appliances 

 
A Virtual Appliance is based on software that provides the appropriate functionality, 
together with its operating system, running in a VM on top of the hypervisor in a 
virtualized server. Virtual appliances can include WOCs, ADCs, firewalls, and 
performance monitoring solutions among others20.   
 

An important set of synergies exist between virtual servers, virtual 
appliances such as a WOC or a performance monitoring solution and 
virtual desktops.   

 
Throughout the rest of this section, those synergies will be referred to as the Virtuous 
Synergies of Virtualization (VSV).   The key components of the VSV are: 
 

 The fact that IT organizations have already deployed server virtualization means that 
it is easier and less costly to implement virtualized appliances. 

 Because it is easier and less expensive to deploy a software-based appliance than it 
is to deploy a hardware-based appliance, they are more likely to be broadly deployed. 

 Because software-based WOCs can be broadly deployed, they can enable the 
deployment of virtual desktops. 

 Because vProbes can be broadly deployed, they enable IT organizations to manage 
the performance of applications that run on virtualized servers. 

                                                 
20

 The argument could be made that a virtual router is a virtual appliance.  Virtual routers will be discussed 
in Cloud Networking. 
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 Because virtual firewalls can be broadly deployed, they enable IT organizations to 
meet regulatory and compliance requirements for applications that run on virtualized 
servers. 

 As part of moving a VM, virtual appliances can be easily migrated along with the VM 
in order to replicate the VMs‘s networking environment in its new location.   

 Because vProbes can be broadly deployed, they eliminate some of the challenges 
associated with other forms of virtual appliances; i.e., WOCs, ADCs and firewalls. 

 
A cornerstone of the VSV is that virtual appliances are of particular interest to IT 
organizations in those instances in which server virtualization technology has already 
been disseminated to branch offices and has also been implemented in the data center. 
When server virtualization pervades the enterprise, a wide variety of networking functions 
can be deployed wherever needed easily and cost effectively with virtual appliances, 
without the installation of additional hardware.  
 
In the branch office, a suitably placed virtualized server could potentially host a virtual 
WOC appliance as well as other virtual appliances. Alternatively, a router or a WOC that 
supports VMs could also serve as the infrastructure foundation of the branch office. 
Virtual appliances can therefore support branch office server consolidation strategies by 
enabling a single device (i.e., server, router, WOC) to perform multiple functions typically 
performed by multiple physical devices.  These physical devices include a WOC, router, 
firewall, IDS/IPS, DHCP/DNS server, client-side application virtualization staging server, 
local application server, etc.  
 
One of the compelling advantages of a virtualized appliance is that the acquisition cost of 
a software-based appliance can be notably less than the cost of a hardware-based 
appliance with same functionality

21
. In many cases the cost of a software-based 

appliance can be a third less than the cost of a hardware-based appliance.  In addition, a 
software-based client can potentially leverage the functionality provided by the hypervisor 
management system to provide a highly available system without having to pay for a 
second appliance22.  As a result of these cost savings, IT organizations will be able to 
afford to deploy virtualized appliances more broadly than they would be able to deploy 
hardware-based appliances.   
 
As discussed in the preceding section of this section, WOCs that implement the 
appropriate techniques can make virtual desktops a viable solution for provisioning and 
managing branch office desktop environments.  While these advantages occur whether 
the WOC is hardware based or software based, the fact that a virtual WOC is so much 
more cost effective than a hardware based WOC means that they are more likely to be 

                                                 
21

 The actual price difference between a hardware-based appliance and a software-based appliance will 
differ by vendor. 
22

 This statement makes a number of assumptions, including the assumption that the vendor does not 
charge for the backup software-based appliance. 
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deployed.  Because virtual WOCs can be deployed broadly in a cost effective manner, IT 
organizations are more likely to be successful with desktop virtualization. 
 
Another advantage of a virtual appliance is that as previously mentioned, in many 
instances the benefits of the dynamic movement of a VM from one server to another are 
maximized if the supporting infrastructure can also be dynamically moved.  If virtualized 
appliances have been deployed, then it is notably easier than it is in a more traditional 
environment for various networking functions (WOC, ADC, firewall, etc.) to be migrated 
along with VMs in order to replicate the VMs‘s networking environment in its new 
location.   
 
As previously noted, one approach to monitoring and troubleshooting inter-VM traffic is to 
deploy a virtual performance management appliance or probe (vProbe).  However, one of 
the characteristics of a virtualized server is that each virtual machine only has at its 
disposal a fraction of the resources (i.e., CPU, memory, storage) of the physical server 
on which it resides.  As a result, in order to be effective, a vProbe must not consume 
significant resources.  The way that a vProbe works is similar to how many IT 
organizations monitor a physical switch.  In particular, the vSwitch has one of its ports 
provisioned to be in promiscuous mode and hence forwards all inter-VM traffic to the 
vProbe.  As a result, the use of a vProbe gives the IT organization the necessary visibility 
into the inter-VM traffic.   
 
A virtual firewall appliance can help IT organizations meet some of the challenges 
associated with server virtualization. That follows because virtual firewall appliances can 
be leveraged to provide isolation between VMs on separate physical servers as well as 
between VMs running on the same physical server. Ideally, the firewall virtual appliance 
would use the same software as the physical firewalls already in use in the data center. 
The security appliance can potentially provide highly integrated functionality to help 
secure virtual machines, applications, and traffic. This includes firewall, VPN, anti-
malware, IDS/IPS, integrity monitoring (e.g., registry changes), and log inspection 
functionality.  
 
A potential issue to keep in mind is that each virtual appliance is running in a VM, so all of 
the challenges of managing a virtual server environment described earlier are also 
applicable to virtual appliances.  In particular, visibility of VM-to-VM traffic would be more 
critical in order to troubleshoot a virtual server environment where traffic traverses 
several virtual appliances on its way to a destination VM located in the same physical 
server.  In this instance, the deployment of one form of virtual appliance, a vProbe, 
eliminates some of the challenges associated with implementing other forms of virtual 
appliances; i.e., WOCs, ADCs and firewalls. 
 
One of the potential downsides of a virtual appliance is performance.  The conventional 
wisdom in our industry is that a solution based on dedicated, purpose-built hardware 
performs better than a solution in which software is ported to a generic piece of 
hardware, particularly if that hardware is supporting multiple applications.   For example, 
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no virtual WAN optimization controller (see section 8) currently on the market supports a 
WAN link greater than 45 Mbps. 
 
However, conventional wisdom is often wrong.  Some of the factors that enable a 
virtualized appliance to provide high performance include: 
 

 Moore‘s law that states that the price performance of off the shelf computing 
devices doubles every 18 months. 

 The deployment of multiple core processors to further increase the performance of 
off the shelf computing devices. 

 The optimization of the software on which the virtual appliance is based. 
 
Because of the factors listed above and because of the advantages that they provide, IT 
organizations should evaluate the performance of a virtual appliance to determine if a 
virtual appliance is an appropriate solution. 
 
Another critical factor when evaluating the deployment of virtual appliances in a dynamic, 
on-demand fashion is the degree of integration of the virtual appliance with the virtual 
server management system.  Ideally this management system would recognize the virtual 
appliances as another type of VM and understand associations between appliance VM 
and application VMs to allow a coordinated migration whenever this is desirable. In 
addition to VM migration, integration with the virtual server management system should 
support other management features, such as:  
 

 Provisioning of Virtual Appliances  

 Resource Scheduling and Load Balancing 

 High Availability  

 Business Continuance/Disaster Recovery  

5.0 Cloud Computing 
  
Within the IT industry there is considerable confusion and disagreement relative to 
exactly what is meant by the phrase cloud computing.  An example of that confusion is 
the fact that the January 2009 edition of The Cloud Computing Journal published an 
article23 that had twenty one definitions of cloud computing.  The position taken in this 
handbook is that creating yet one more definition of cloud computing would only add to 
the confusion.  This handbook also takes the position that it is notably less important to 
define exactly what is meant by the phrase cloud computing than it is to identify the 
goal of cloud computing.   
 

                                                 
23 Twenty-One Experts Define Cloud Computing, http://cloudcomputing.sys-con.com/node/612375 
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The goal of cloud computing is to enable IT organizations to achieve an 
order of magnitude improvement in the cost effective, elastic provisioning of 
IT services that are good enough.   

 
The phrase good enough refers in part to the fact that the SLAs that are associated with 
public cloud computing services such as Salerforce.com or Amazon‘s Simple Storage 
System are generally weak.  For example, most of the SLAs don‘t contain a goal for the 
performance of the service.  In addition, it is common to access these services over the 
Internet and nobody provides an SLA for the availability of performance of the Internet.  
As such, organizations that use these services do so with the implicit understanding that 
if the level of service they experience is not sufficient, their only recourse is to change 
providers. 
 
There are several proof points that indicate that the goal of cloud computing as stated 
above is achievable.  For example, an article in Network World identified some of the 
potential cost savings that are associated with cloud computing24.  In that article, Geir 
Ramleth the CIO of Bechtel stated that he benchmarked his organization against some 
Internet-based companies.   As a result of that activity, Ramleth determined that the price 
that Amazon charges for storage is roughly one fortieth of his internal cost for storage.  
Ramleth also estimated that YouTube spends between $10 and $15 per megabit/second 
for WAN bandwidth, while Bechtel is spending $500 per megabit/second for its Internet-
based VPN.    
 
Relative to the provisioning of IT services, historically it has taken IT organizations 
several weeks or months from the time when someone first makes a request for a new 
server to the time when that server is in production.  In the last few years many IT 
organizations have somewhat streamlined the process of deploying new resources.  
However, in the traditional IT environment in which IT resources have not been 
virtualized, the time to deploy new resources is still measured in weeks if not longer.  This 
is in sharp contrast to a public cloud computing environment where the time it takes to 
acquire new IT resources from a cloud computing service provider is measured in 
seconds or minutes.   
 
Additional information on the topic of cloud computing can be found in two recent report:  
A Guide for Understanding Cloud Computing25 and Cloud Computing:  A Reality Check 
and Guide to Risk Mitigation26. 

The Primary Characteristics of Cloud Computing  

 
In spite of the confusion as to the exact definition of cloud computing, the following set of 
characteristics are typically associated with cloud computing.   

                                                 
24 

The Google-ization of Bechtel, Carolyn Duffy Marsan, Network World, October 28, 2008 
25

 http://www.webtorials.com/content/2009/11/a-guide-for-understanding-cloud-computing.html 
26

 http://www.webtorials.com/content/2009/12/cloud-computing-a-reality-check-guide-to-risk-mitigation.html 

http://www.webtorials.com/content/2009/11/a-guide-for-understanding-cloud-computing.html
http://www.webtorials.com/content/2009/12/cloud-computing-a-reality-check-guide-to-risk-mitigation.html
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 Centralization of applications, servers and storage resources.  Many companies 
either already have, or are currently in the process of consolidating applications, 
servers and storage out of branch offices and into centralized data centers.  This 
consolidation reduces cost and enables IT organizations to have better control 
over the company‘s data.   

 Extensive virtualization of every component of IT.  This includes servers, 
desktops, applications, storage, networks and appliances such as WAN 
optimization controllers, application delivery controllers and firewalls.  The reason 
that virtualization is so often associated with cloud computing is that virtualization 
tends to reduce cost and increase the elasticity of service provisioning.   

 Standardization of the IT infrastructure.  Complexity drives up cost and reduces 
agility and elasticity.  As such, complexity is the antithesis of cloud computing.  
One source of complexity is having multiple suppliers of equipment such as 
switches and routers, as well as having multiple operating systems (i.e., Linux, 
Windows, Solaris), or even multiple versions of the same network operating 
system such as IOS.   

 Simplification of the applications and services provided by IT.  In a simplified IT 
environment, the IT organization rarely develops a custom application or 
customizes a third party application, has just one system for functions such as 
ERP and SCM, and only supports one version of a given application. 

 Technology convergence.  Cisco recently announced its Unified Computing 
System27 (UCS).  UCS is intended to enable the convergence of technologies such 
as servers, networks, storage and virtualization.  Cisco‘s stated rational for 
technology convergence is to lower the cost and improve the elasticity of the data 
center infrastructure.   

 Service orchestration is an operational technique that helps IT organizations to 
automate many of the manual tasks that are involved in provisioning and 
controlling the capacity of dynamic virtualized services.  This enables IT to 
streamline operational workloads and overcome technology and organizational 
silos and boundaries. 

 Automation of as many tasks as possible; e.g., provisioning, troubleshooting, 
change and configuration management.  Automation can enable IT organizations 
to reduce cost, improve quality and reduce the time associated with management 
processes.  

 Self-service allows end users to select and modify their use of IT resources 
without the IT organization being an intermediary.  This concept is often linked with 
usage sensitive chargeback (see below) as well as the concept of providing IT 
services on-demand.   

 Usage sensitive chargeback is often referred to as pay-as-you-go.  One part of 
the rational for implementing usage sensitive chargeback is that it gives the users 
greater control over their IT spend because they determine how much of the IT 
services they consume.  Another part of that the rationale is that it enables the IT 

                                                 
27

 http://newsroom.cisco.com/dlls/2009/prod_031609.html 
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organization providing the services to focus on what they can control - the unit cost 
of the services. 

 The dynamic movement of resources such as virtual machines and the 
associated storage.  This capability also helps to streamline the provisioning of 
new applications, improve backup and restoration operations and enable zero-
downtime maintenance. 

Classes of Cloud Computing 

 
Cloud Computing Service Providers (CCSPs) that provide their services either over the 
public Internet or over other WAN services are offering a class of solution that is often 
referred to as the public cloud or public cloud computing.   
 
The primary types of services provided by CCSPs are: 
 

 Software-as-a-Service (SaaS) 
In the typical SaaS offering, an independent software vendor (ISV) offers access 
to their applications on a subscription basis.  An example of this type of service 
offering is SalesForce.com.   

 Infrastructure-as-a-Service (IaaS) 
Infrastructure services are comprised of the basic compute, storage, and network 
services required to run applications. An example of this type of service is 
Amazon‘s Simple Storage Service (S3).   

 Platform-as-a-Service (PaaS) 
Platform services provide software development environments, including 
application programming interfaces (APIs) and middleware that abstract the 
underlying IaaS infrastructure in order to support rapid application development 
and deployment.  An example of this type of service is Force.com. 

 
Referring back to Geir Ramleth the CIO of Bechtel, the decision that he reached was not 
that he was going to rely on third parties to supply all of his IT requirements.  Rather, he 
decided that Bechtel would adopt the characteristics of cloud computing (e.g., 
virtualization, automation) within Bechtel's internal IT environment.  In many, but not all 
instances, the approach that Ramleth is taking is referred to as Private Cloud or Private 
Cloud Computing.  Private Clouds have the advantages of not being burdened by many 
of the potential security vulnerabilities, data confidentiality and control issues that are 
associated with public clouds and that are discussed in a subsequent section of this 
paper.  A number of industry pundits, however, believe that the concept of a private cloud 
is an oxymoron.  They believe that the only form of cloud computing is public cloud 
computing.   
 
In those instances in which an enterprise IT organization uses a mixture of public and 
private cloud services, the result is often referred to as a Hybrid Cloud.  The hybrid cloud 
approach can offer the scalability of the public cloud coupled with the higher degree of 
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control offered by the private cloud.  Hybrid clouds, however, do present significant 
management challenges.  For example, the preceding section of the handbook discussed 
a hypothetical 4-tier application that was referred to as TheApp.  As that section pointed 
out, it is notably more difficult to troubleshoot TheApp in a virtualized environment than it 
would be to troubleshoot the same application in a traditional environment.  Now assume 
that TheApp is deployed in such a way that the web tier is supported by a CCSP and the 
application and database tiers are provided by the IT organization.  This increases the 
difficulty of management yet again because all of the management challenges that were 
discussed previously still exist and added to them are the challenges associated with 
having multiple organizations involved in managing the application. 
 

Troubleshooting in a hybrid cloud environment will be an order of 
magnitude more difficult than troubleshooting in a traditional 
environment. 

   
As noted, the preceding paragraphs define what is commonly meant by public cloud 
computing, private cloud computing and hybrid cloud computing.  As shown in Table 5.1, 
there is an emerging view of cloud computing that is being advocated by a number of 
vendors including Cisco28.  The first column of Table 1 reflects the dominant current view 
that as described, there are three general classes of cloud computing:  private, public and 
hybrid.  The second column of Table 5.1 reflects the emerging view of cloud computing.  
The primary conceptual difference between the current and the emerging views is how a 
private cloud is defined.  In the current view, private cloud refers to IT resources provided 

                                                 
28

 Private Cloud Computing for Enterprises:  Meet the Demands of High Utilization and Rapid Change, 
http://www.cisco.com/en/US/solutions/collateral/ns340/ns517/ns224/ns836/ns976/white_paper_c11-
543729.html 

Table 5.1:  Classes of Cloud Computing 

Current View Emerging View Definition 

Private Cloud Internal Cloud 

Apply the characteristics of cloud 
computing solutions to the resources 
wholly owned and managed by the 

organization consuming the services. 

Public Cloud External Cloud; Public Cloud Obtain IT services from a CCSP. 

Hybrid Cloud Private Cloud 

Provide IT services from a combination 
of external and internal resources but 

both sets of services are under the 
control of the IT organization that is 

acquiring the services. 

Hybrid Cloud Hybrid Cloud 

Uses a combination of external and 
internal resources.  The external 

resources are under the control of the 
CCSP and the internal resources are 

under the control of the IT organization 
that is acquiring the services. 

 

http://www.cisco.com/en/US/solutions/collateral/ns340/ns517/ns224/ns836/ns976/white_paper_c11-543729.html
http://www.cisco.com/en/US/solutions/collateral/ns340/ns517/ns224/ns836/ns976/white_paper_c11-543729.html
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entirely by an IT organization such as Bechtel.  In the emerging view of a private cloud, 
there is management functionality that allows the enterprise IT organization to control not 
just the resources that it provides, but also the resources of one or more CCSPs.   
 
The capability for IT organizations to control both their own resources as well as the 
resources of one or more CCSPs is extremely powerful.  This capability would require, 
however, a tight integration between the management functionality that the IT 
organization has and the management functionality that the CCSPs have.   
 

The emerging view of private cloud computing requires the ability to 
move massive files between the IT organization and the CCSPs in a 
small amount of time.   

 
Because the enabling functionality either does not exist, or has not been widely deployed, 
the rest of this report will use the current view of the classes of cloud computing.   

Cloud Computing:  A Lot of Things Old, A Few Things New 

 
Most of the concepts and characteristics of cloud computing are not new.  Acquiring 
computing cycles from a third party (currently referred to as Infrastructure as a Service) 
was first done in the 1960s and was called time-sharing.  It is hard to argue that 
virtualized servers are a new concept since IBM was shipping virtualized mainframes 
thirty-five years ago.  The dot.com era spawned an early attempt at outsourcing 
applications from a class of provider referred to at the time as Application Service 
Providers (ASPs).  It is certainly possible to say that from a conceptual perspective that 
ASPs and the current generation of Software-as-a-Service (SaaS) providers are very 
similar and that the only real difference between them is how they implement their 
services.   Those implementation differences, however, can make a huge difference in 
terms of the likely success or failure of each type of vendor.  For example, the IT 
infrastructure that the ASP model of the 1990s was built on did not differ significantly from 
the typical enterprise IT infrastructure of that era. As such, the traditional ASP did not 
provide a significant cost savings vs. what an enterprise IT organization could provide on 
its own.  The following subsection outlines the factors that indicate whether or not a 
CCSP is notably more cost effective than an ASP or an IT organization. 
 
There are, however, some new concepts that are associated with cloud computing.  One 
of the new concepts associated with cloud computing is the on-demand provisioning of IT 
resources.  As noted, in a traditional IT environment it can take weeks or even months to 
provision a new server.  As previously noted, in a public cloud computing environment, a 
new virtual machine can be implemented in seconds or minutes.  Another one of the new 
concepts associated with cloud computing is the dynamic movement of IT resources.  
One way that his concept is manifested is through functionality that VMware refers to as 
VMotion.  VMotion enables the live migration of a virtual machine from one physical 
server to another.  This functionality is intended to: 
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 Optimize IT resources for maximum utilization, flexibility and availability 

 Allow IT organizations to perform hardware maintenance without scheduled 
downtime 

 Improve performance by moving virtual machines away from failing or under 
performing servers 

The CCSP Economic Value Proposition 

 
One of the underpinnings of the theoretical economic value proposition of CCSPs such 
as Amazon, Google or Salesforce.com is that they are large and as such enjoy an 
economy of scale that most IT organizations don‘t.  Another one of the underpinnings is 
that some CCSPs have invested to develop functionality that is not commercially 
available.  A third underpinning is that CCSPs have broadly implemented the majority of 
the characteristics of cloud computing that were discussed in the preceding section and 
as a result are notably more efficient than are the vast majority of IT organizations. 
 
There is some anecdotal evidence that indicates that at least in some instances that the 
theoretical value proposition of CCSPs is indeed accurate.  One piece of that anecdotal 
evidence is the previously described work that Bechtel did to benchmark themselves vs. 
Internet startups.  However, there is nothing that says that all CCSPs are so notably cost 
effective that even when they layer their cost of sales and their profit margin on top of the 
direct costs of providing the services that they offer, that they are notably more cost 
effective than are the vast majority of IT organizations.  In addition, while most IT 
organizations are not as large as Amazon of Google, many are large enough to enjoy a 
significant economy of scale.  If these large IT organizations also successfully implement 
most of the key characteristics of cloud computing, based on both the currently available 
technologies as well as those that will be deployed in the near term, then they can 
potentially significantly reduce, or even eliminate, the potential CCSP cost advantage. 

The Risks of Public Cloud Computing 

 
One of the risks associated with public cloud computing is performance.  One of the 
primary causes of those performance problems is that most cloud computing platforms 
(i.e., Amazon‘s EC2) are built on a small number of large data-centers that users access 
over the Internet.  As a result of this design, the majority of users of the platform are a 
considerable distance removed from the data-center.  As is always the case, the user‘s 
experience tends to degrade as the user gets further removed from the data-center. Even 
users in the same country as the data-center can be subject to unacceptable 
performance as a result of sub-optimal routing and the inefficient protocols used within 
the Internet. The limitations of the Internet are discussed in section 9.  That section also 
discusses how Internet-based Application Delivery Services can be used to mitigate 
those limitations. 
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However, as is true with any new technology or way to deliver technology based 
services, there are risks associated with the adoption of all three classes of cloud 
computing.  However: 
 

The biggest risk accrues to those companies that don’t implement any 
form of cloud computing.    

 
IT organizations that don‘t implement any form of cloud computing guarantee that their 
company will not realize the order of magnitude improvement in the cost effective elastic 
provisioning of cloud computing that is the goal of cloud computing.  Partially because of 
that, IT organizations that don‘t implement any form of cloud computing run the risk of 
being bypassed by business and functional managers that are demanding solutions that 
have a level of cost and agility that the IT organization cannot provide. 
 
Private cloud computing has the advantage of not being burdened by many of the 
potential security vulnerabilities, data confidentiality and control issues that are 
associated with public cloud computing.  Because of that fact, this section will focus on 
three categories of risk that are associated with public cloud computing and that IT 
organizations need to evaluate prior to using public cloud computing services. Based on 
the definition of the phrase ensuring acceptable application delivery that was 
presented in the introduction to this handbook, those categories are security, 
management and performance. 
 
In particular, as part of performing due diligence prior to acquiring public cloud computing 
serves, IT organizations need to do a thorough assessment of a CCSP‘s capabilities in 
the following three areas: 
 
Security 
 

 Can the CCSP pass the same security audits (e.g., PCI, HIPAA) to which the IT 
organization is subject? 

 Does the CCSP undergoes regular third party risk assessment audits and will the 
CCSP make the results of those audits available to both existing and potential 
customers? 

 What are the encryption capabilities that the CCSP provides. 

 To what degree does the CCSP follow well-established guidelines such as the 
Federal Information Security Management Act (FISMA) or National Institute of 
Science and Technology (NIST) guidelines? 

 Has the CCSP achieved SAS 70 Type II security certification? 

 Is it possible for the IT organization to dictate in which countries their data will be 
stored? 

 What tools and processes has the CCSP implemented to avoid unauthorized access 
to confidential data? 

 Will the CCSP inform the IT organization when someone accesses their data? 
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 Does the CCSP have the right and/or intention to make use of the data provided to it 
by the IT organization; e.g., analyzing it to target potential customers or to identify 
market trends?  

 What are the CCSP‘s policies and procedures relative to data recovery? 

 What procedures does the CCSP have in place to avoid issues such as virus attacks, 
Cross-site scripting (XSS) and man in the middle intercepts? 

 How well trained and certified is the CCSP‘s staff in security matters? 
 
Management 
 

 What is the ability of the CCSP to manage the challenges associated with 
virtualization that were discussed in the preceding section of this handbook? 

 What management data will the CCSP make available to the IT organization? 

 What is the ability of the CCSP to troubleshoot performance or availability issues? 

 What are the CCSP‘s management methodologies for key tasks such as 
troubleshooting? 

 Does the CCSP provide tools such as dashboards to allow the IT organization to 
understand how well the service they are acquiring is performing? 

 Does the CCSP provide detailed information that enables the IT organization to report 
on their compliance with myriad regulations? 

 What are the primary management tools that the CCSP utilizes? 

 What is the level of training and certification of the CCSP‘s management personnel? 

 What are the CCSP‘s backup and disaster recovery capabilities? 

 What approach does the CCSP take to patch management? 

 What are the specific mechanisms that the IT organization can use to retrieve its data 
back in general and in particular if there is a dispute, the contract has expired or the 
CCSP goes out of business? 

 Will the CCSP allow the IT organization to test the data retrieval mechanisms on a 
regular basis? 

 What is the escalation process to be followed when there are issues to be resolved? 

 How can the service provided by the CCSP be integrated from a management 
perspective with other services provided by either another CCSP and/or by the IT 
organization? 

 How can the management processes performed by the CCSP be integrated into the 
end-to-end management processes performed by the IT organization? 

 
Performance 

 

 What optimization techniques has the CCSP implemented? 

 What is the ability of the CCSP to identify and eliminate performance issues? 

 What are the procedures by which the IT organization and the CCSPs will work 
together to identify and resolve performance problems? 

 What is the actual performance of the service and how does that vary by time of day, 
day of week and week of the quarter? 
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 Does the IT organization have any control over the performance of the service? 

 What technologies does the CCSP have in place to ensure acceptable performance 
for the services it provides? 

 Does the CCSP provide a meaningful SLA?  Does that SLA have a goal for 
availability?  Performance?  Is there a significant penalty if these goals are not met?  
Is there a significant penalty if there is a data breach? 

 To what degree is it possible to customize an SLA? 

 What is the ability of the CCSP to support peak usage? 

 Can the CCSP meet state and federal compliance regulations for data availability to 
which the IT organization is subject? 

6.0 A Reality Check 
 
This section of the report will focus on the current status of the optimization and 
management components of application delivery.  In particular, this section will identify 
both the optimization and management challenges that IT organizations find to be the 
most important as well as what they intend to do in the next year to respond to those 
challenges.  This section is based in large part on two surveys that were administered in 
the first quarter of calendar year 2010 to over three hundred subscribers of Webtorials29.  
Throughout this report, the IT professionals who completed those surveys will be referred 
to as The Survey Respondents.   

Optimization 

 
Optimization Challenges 
 
The Survey Respondents were asked to indicate how important it is to their organization 
to get better at seventeen optimization tasks over the next year.  They were given the 
following five-point scale: 
 

1. Not at all important 
2. Slightly important 
3. Moderately important 
4. Very important 
5. Extremely important 

 
The Survey Respondents were also asked to indicate how difficult it would be for their 
organization to get better at each of the seventeen optimization tasks over the next year.  
They were given the following five-point scale: 
 

1. Not difficult 
2. Slightly difficult 

                                                 
29

 Additional survey results can be found at http://www.webtorials.com/content/2010/04/2010-app-del.html 

http://www.webtorials.com/content/2010/04/2010-app-del.html
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3. Moderately difficult 
4. Significantly difficult 
5. Very significantly difficult 

 
Table 6.1 shows the ten application delivery related optimization tasks that are the most 
important for IT organizations to improve on in the next year.  Included in Table 6.1 are 
the task and the percentage of The Survey Respondents who indicated that the task was 
either very or extremely important to get better at over the next year.  Also included is the 
percentage of The Survey Respondents who indicated that it would either be significantly 
or very significantly difficult for their IT organization to get better at the task in the next 
year. 
 

Table 6.1:  Top Ten Optimization Tasks 

Optimization Task 
Importance: Very 

or Extremely 
Difficulty:  Significant 

or Very Significant 

Relating the performance of applications to their 
impact on the business 

70% 39% 

Ensuring acceptable performance for VoIP traffic 68% 29% 

Improving the performance of applications used by 
mobile workers 

60% 38% 

Ensuring acceptable performance for video or 
telepresence traffic 

57% 31% 

Ensuring acceptable performance for the applications 
that you acquire from a Software-as-a-Service 

provider 
56% 32% 

Optimizing the performance of TCP 54% 19% 

Controlling the cost of the WAN by reducing the 
amount of traffic that transits the WAN 

50% 31% 

Optimizing the Web tier of a multi-tiered application for 
peak utilization 

50% 23% 

Optimizing the performance of specific applications 
such as SharePoint 

49% 19% 

Optimizing the performance of protocols other than 
TCP; e.g., HTTP and MAPI 

49% 24% 

  
It is interesting to note that ensuring acceptable performance for VoIP traffic is the 
second most important optimization task and that ensuring acceptable performance for 
video or telepresence traffic is the fourth most important optimization task.   
 

Ensuring acceptable performance of real time traffic is critically important to 
IT organizations. 

 
An analysis of the right hand column in Table 6.1 (the column that indicates the difficulty 
of getting better at the task) shows that the relative difficulty of the tasks as indicated by 
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The Survey Respondents seems reasonable.  For example, The Survey Respondents 
indicated that of the ten tasks listed in Table 6.1, ―Relating the performance of 
applications to their impact on the business‖ was the most difficult and ―Optimizing the 
performance of TCP‖ was the least difficult.  This makes sense as the former task 
involves both implementing sophisticated tools and changing organizational culture while 
the subsequent task involves implementing well understood, somewhat narrowly focused 
technology.  
 
One obvious conclusion that can be drawn from the data in Table 6.1 is that there are a 
large number of optimization tasks that are important for IT organizations to get better at 
in the next year.  The data also indicates that IT organizations don‘t think that getting 
better at those tasks is very difficult.  One possible reason for that is the can do attitude of 
most IT professionals.  However, even if getting better at a single task, such as 
optimizing the performance of TCP, is not that difficult unto itself, marshalling the 
resources to get better at multiple tasks will be very difficult for most IT organizations. 
 
The data in Table 6.1 does raise some interesting questions.  One such question is that 
given that VoIP has been widely deployed for many years, why is it still so important to 
get better at ensuring acceptable performance for VoIP traffic if the task is not that 
difficult?  Also, as previously mentioned, most Software-as-a-Service (SaaS) providers do 
not provide any form of an SLA relative to the performance of the applications that they 
provide.  In addition, in the majority of instances users access applications from a SaaS 
provider by using the Internet, and there is no SLA associated with the use of the 
Internet.  Because of factors such as these, it is reasonable to suggest that The Survey 
Respondents underestimated how difficult it will be to get better at certain tasks such as 
ensuring acceptable performance for the applications that they acquire from a SaaS 
provider. 

Optimization Solutions 

 
The Survey Respondents were asked to indicate their organization‘s approach to 
optimizing network and application performance.  They were given four choices: 
 

 We implement very little if any functionality specifically to optimize network and 
application performance. 

 We implement optimization functionality primarily on a case-by-case basis in 
response to high visibility problems. 

 We have broadly implemented optimization functionality throughout our 
organization. 

 Other 
 
Their responses are shown in Figure 6.1. 
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Figure 6.1:  Current Deployment of Optimization Functionality 

Very Little, 19%

Case-by-Case, 
37%

Broadly 
Implemented, 

36%

Other, 8%

 
 
The data in Figure 6.1 is a classic good news – bad news situation.  The good news is: 
 

Just over a third of IT organizations have broadly implemented 
optimization functionality throughout their organization.   

 
The bad news is that two thirds of IT organizations have not.   
 
In order to quantify the current and planned deployment of WAN Optimization Controllers 
(WOCs) The Survey Respondents were asked to indicate the percentage of locations 
(e.g., branch offices and end users‘ computers) to which their organization has either 
already deployed WOC functionality or will deploy it within the next year.   The Survey 
Respondents were given three possible form factors: 
 

 WOCs that are appliance based 

 A soft or virtualized WOC 

 A software client running on a user‘s desktop 
 
Roughly two thirds of IT organizations have already deployed WOCs that are appliance 
based, although only slightly more than a quarter of IT organizations have deployed 
WOCs to the majority of their locations.  The Survey Respondents indicated that they 
would make only a modest increase in the deployment of appliance based WOCs over 
the next year. 
 
Less than half of The Survey Respondents indicated that their organization had either 
already deployed a soft WOC or a software client running on users‘ desktops.    However, 
The Survey Respondents indicated that their IT organization would increase their 
deployment of both forms of optimization tools in the next year.   
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In order to quantify the current and planned deployment of Application Delivery 
Controllers (ADCs) The Survey Respondents were asked to indicate the percentage of 
their application traffic that is front-ended by an ADC either currently or within the next 
year.  The Survey Respondents were given two possible form factors: 
 

 Appliance based ADCs 

 Software based ADCs 
 
Over half of IT organizations already front-end at least some of their application traffic 
with an appliance based ADC, and roughly a quarter of IT organizations front-end the 
majority of their application traffic with an appliance based ADC.   Both of those 
percentages will increase slightly over the next year.  A much smaller percentage of IT 
organizations already front-end at least some of their application traffic with an software 
based ADC, and that percentage will increase slightly over the next year. 

Management 

 
Management Challenges 
 
In addition to evaluating seventeen optimization tasks, The Survey Respondents were 
also asked to evaluate twenty management tasks.  Table 6.2 shows the ten management 
tasks that are the most important for IT organizations to improve on in the next year.   

Table 6.2:  Top Ten Management Tasks 

Management Task 
Importance: Very 

or Extremely 
Difficulty:  Significant 

or Very Significant 

Rapidly identify the root cause of degraded application 
performance 

76% 47% 

Identify malicious traffic and eliminate it 71% 31% 

Effectively manage QoS 67% 29% 

Prevent large scale DDOS attacks 66% 32% 

Identify the components of the IT infrastructure that 
support the company‘s critical business applications 

66% 20% 

Obtain performance indicator metrics and granular data 
that can be used to detect and eliminate impending 

problems 
64% 38% 

Effectively mange services, where services are 
comprised of multiple, inter-related applications 

61% 39% 

Effectively manage SLAs for one or more business 
critical applications 

61% 35% 

Obtain real-time, or nearly real-time, insight into how 
specific applications and end user sessions are 

performing 
59% 43% 

Track end user experience and relate it to factors such 
as Web response time 

51% 40% 
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Similar to the format in the preceding section, included in Table 6.2 are the tasks and the 
percentage of The Survey Respondents who indicated that each task was either very or 
extremely important for their organization to get better at over the next year.  Also 
included is the percentage of The Survey Respondents who indicated that it would either 
be significantly or very significantly difficult for their IT organization to get better at the 
task in the next year. 
  
As was the case with optimization, the data in Table 6.2 indicates that there is a large 
number of management tasks that are important for IT organizations to get better at in 
the next year.  Comparing the data in Table 6.1 with the data in Table 6.2 indicates that 
The Survey Respondents believe that getting better at the top ten management tasks will 
be more difficult than getting better at the top ten optimization tasks. 
 
Given the previously discussed shifting emphasis and growing sophistication of cyber 
crime, it was not surprising to see that two of the management tasks that are most 
important to The Survey Respondents are identifying malicious traffic and eliminating it, 
and preventing large scale DDoS attacks.  It was also not surprising that: 
 

In 2010 the most important management task for IT organizations to 
get better at is the rapid identification of the root cause of degraded 
application performance. 

 
That follows because as previously noted, in the current environment the end user 
typically notices application degradation before the IT organization does and when the IT 
organization is made aware of the fact that the performance of an application is 
degrading, it typically is unaware of the cause of the degradation.  The fact that 47% of 
The Survey Respondents stated that getting better at identifying the root cause of 
degraded application performance would be either significantly difficult or very 
significantly difficult is in line with the fact that as previously discussed: 
 

The movement to adopt virtualization and cloud computing will make 
troubleshooting an order of magnitude more difficult than it is 
currently. 

 
One of the interesting results of the survey is that effectively managing services, where 
services are comprised of multiple, inter-related applications is very important to IT 
organizations.  That is interesting in large part because over the last few years that has 
been considerable discussion about the fact that IT organizations need to move away 
from focusing on managing individual technology domains and need to focus more on 
managing the end-to-end performance of applications.  There hasn‘t been anywhere near 
as much discussion about the need to focus on managing services where a service is 
comprised of multiple, inter-related applications.   
 
The Survey Respondents were asked to identify the difficulty of several tasks that are 
associated with server virtualization.  Their responses are shown in Table 6.3. 
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Table 6.3:  Importance of Server Virtualization Tasks 

Server Virtualization Management Task 
Importance: Very 

or Extremely 
Difficulty:  Significant 

or Very Significant 

Perform traditional management tasks such as 
troubleshooting and performance management, on a 

per VM basis 
49% 20% 

Keep track of VMs as they are moved between 
physical servers 

38% 17% 

Dynamically move VMs, and all of the supporting 
management functionality, between physical servers 

37% 20% 

Discover VMs 33% 12% 

Manage the traffic that goes between virtual 
machines (VMs) on a single physical server 

31% 23% 

 
As shown in Table 6.3, The Survey Respondents indicated that getting better at many of 
the individual challenges associated with server virtualization is important to their 
organization.  In addition, it is reasonable to look at the five challenges contained in Table 
6.3 as being a single challenge - managing server virtualization.  When looked at that 
way, getting better at server virtualization is extremely important to The Survey 
Respondents.  However, The Survey Respondents don‘t find any of the individual 
challenges associated with server virtualization as being very difficult.  The reality is that 
some tasks such as dynamically moving VMs, and all of the supporting management 
functionality between physical servers, is extremely difficult.   
 
Management Solutions 
 
The Survey Respondents were asked to indicate the approach their organization takes to 
management.  They were given the following choices and allowed to choose all that 
applied to their environment. 
 

 We have a focus primarily on individual technology domains such as LAN, WAN 
and servers 

 We have a focus on managing the performance of applications as seen by the end 
user 

 We have a focus on managing the performance of services as seen by the end 
user, where service refers to multiple, inter-related applications 

 Other 
 
Their responses are shown in Figure 6.2. 
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Roughly half of The Survey 
Respondents indicated that 
their organization has a well-
understood, effective 
strategy that describes how 
they will manage each 
component of IT.  Roughly 
half of The Survey 
Respondents also indicated 
that the effective 
management of IT is a very 
important topic for their 
senior IT managers.   It was 
somewhat of a surprise to 
see that whether or not an 
organization‘s senior IT 
managers regard effective 
management as being very 
important didn‘t significantly 
impact whether or not that IT 
organization had a well-
understood, effective management strategy. 

7.0 Planning 
 
In the classic novel Alice in Wonderland, English mathematician Lewis Carroll first 
explained part of the need for the planning component of the application delivery 
framework (though he may not have known it at the time). Alice asks the Cheshire cat, 
"Which way should I go?" The cat replies, "Where do you want to get to?" Alice responds, 
"I don't know," to which the cat says, "Then it doesn't much matter which way you go."  
 
Hope is not a strategy. Successful application delivery requires careful planning, 
coupled with extensive measurements and effective proactive and reactive 
processes. 

Planning Functionality 

 
Many planning functions are critical to the success of application delivery.  As previously 
mentioned, roughly fifty percent of IT organizations currently perform one such function: 
the establishment of SLAs for at least a core set of business applications.  Unfortunately, 
as was also previously discussed, the internal SLAs offered by most IT organizations are 
weak and IT organizations don‘t have the tools and processes to effectively manage 
them.  The steps below are intended to be a framework for a process that IT 

Figure 6.2:  Focus of Management 
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organizations can use to better manage internal SLAs for a select set of business critical 
applications (The Applications) as well as for new business critical applications. 
 

 Establish SLAs for The Applications. 

 Identify the key elements (e.g., specific switches and routers) for each component 
of the IT infrastructure (e.g., servers, databases, networks) that support each of 
The Applications. 

 Baseline the performance of each of The Applications. 

 Baseline the performance of the key elements for each component of the IT 
infrastructure that support each of The Applications. 

 Establish SLAs for the key elements for each component of the IT infrastructure 
that support each of The Applications.  As explained in the next subsection, do this 
in such a way that if the SLAs for each key element are met, then the SLA for each 
of The Applications is met. 

 Establish application design guidelines that ensure that each of The Applications 
will perform optimally when run over a WAN. 

 Profile an application prior to deploying it, including running it in conjunction with a 
WAN emulator, to quantify the performance that can be expected. 

 Perform an assessment of the IT infrastructure to support a new application prior 
to deploying it. 

 Identify in advance the impact of a change to each of The Applications. 

WAN Emulation 

 
Chapter 3 (Application Delivery Challenges) outlined many of the factors that complicate 
the task of ensuring acceptable application performance.  One of these factors is the fact 
that in the vast majority of situations, the application development process does not take 
into account how the application runs over a WAN. 
 
One class of tools that can be used to test and profile application performance throughout 
the application lifecycle is a WAN emulator.  Used during application development and 
quality assurance (QA), these tools simulate the performance characteristics of the WAN, 
e.g., delay, jitter, packet loss. One of the primary benefits is that application developers 
and QA engineers can use them to quantify the impact of the WAN on the performance of 
an application under development, ideally while there is still time to modify the 
application. One of the secondary benefits of using WAN emulation tools is that over time 
the application development groups come to understand how to write applications that 
perform well over the WAN. 
 
As an example, Table 7.1 depicts the results of a lab test done using a WAN emulator.  
The emulator was used to perform one of the steps (e.g., Baseline the performance of 
the key elements for each component of the IT infrastructure that support each of The 
Applications) in the preceding framework for how to better manage internal SLAs.  In 
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particular, the emulator was used to quantify the affect that WAN latency would have on 
an inquiry-response application that has a target response time of 5 seconds.  
 
As Table 7.1 shows, if 
there is no WAN latency 
the application has a 
two-second response 
time. This two-second 
response time is well 
within the target 
response time and 
represents the time 
spent in the application 
server and the database server.  As network latency is increased up to 75 ms., it still has 
little impact on the application‘s response time.  However, if the network latency goes 
above 75 ms, the response time of the application degrades rapidly.  Referring to the 
preceding framework for how to better manage internal SLAs, any IT organization that is 
implementing this application needs to establish an SLA for the WAN that calls for the 
roundtrip delay to not exceed 75 ms.     
 
Using a WAN emulator to either develop more efficient applications or to quantify the 
impact of a change such as a data center initiative, is a proactive use of the tool. In many 
cases, IT organizations profile an application in a reactive fashion, which means the 
organization profiles the application only after users complained about its performance. 
Alternatively, some IT organizations only profile an application shortly before they deploy 
it. The advantages of this approach are that it helps the IT organization:  
 

 Identify minor changes that can be made to the application to improve its 
performance. 

 Determine if some form of optimization technology will improve the performance of 
the application. 

 Identify the sensitivity of the application to parameters such as WAN latency, and 
use this information to set effective thresholds. 

 Gather information on the performance of the application that can be used to set 
user expectation. 

 Learn about the factors influencing how well an application will run over a WAN. 
 
However, because companies perform these tests just before the application goes into 
production, it is usually too late to make any major changes.  
 
The application delivery function needs to be involved early in the application 
development cycle. 
 

Table 7.1: Impact of Latency on Application Performance 

Network Roundtrip Latency Measured Response Time 

0 ms 2 seconds 

25 ms 2 seconds 

50 ms 2 seconds 

75 ms 3 seconds 

100 ms 7 seconds 

125 ms 10 seconds 

150 ms 18 seconds 
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Baselining 
 
Baselining provides a reference from which service quality and application delivery 
effectiveness can be measured. It does so by quantifying the key characteristics (e.g., 
response time, utilization and delay) of applications and various IT resources including 
servers, WAN links and routers. Baselining allows an IT organization to understand the 
normal behavior of those applications and IT resources, which enables the IT 
organization to identify abnormal behavior.  Abnormal behavior could be the result of an 
operational issue, a security violation, or both. 

The Key Steps 

 
Four principal steps comprise baselining: 
  

I. Identify the Key IT Resources 
The key IT resources are the resources that support the company‘s critical business 
applications; e.g., The Applications.    

II. Quantify the Utilization of the IT resources over a Sufficient Period of Time 
Organizations must compute the baseline over a normal business cycle. In most cases, 
baselining focuses on measuring the utilization of resources.  Utilization is a surrogate for 
what is actually needed: 
 
IT organizations need to modify their baselining activities to focus directly on 
delay.  
 

III. Determine how the Organization Uses its Assets 
This step involves determining how the assets are being consumed by answering 
questions such as: Which applications are the most heavily used? Who is using those 
applications? How has the usage of those applications changed?  
 

IV. Effective Use of the Information  
The information gained from baselining has many uses, including capacity planning, 
budget planning and chargeback/showback. Another use for this information is to 
measure the performance of an application before and after a major change, such as a 
server upgrade, a network redesign or the implementation of a patch.  
 
Sampling and synthetic approaches to baselining can leave a number of gaps in the data 
and have the potential to miss important behavior that is infrequent and/or anomalous. 
 
Organizations should baseline by measuring 100% of the actual traffic from the 
real users.  
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Pre-Deployment Assessment 

 
The goal of performing a pre-deployment assessment of the current environment is to 
identify any potential problems that might affect an IT organization‘s ability to deploy an 
application.  The key components of a pre-deployment network assessment are:  
 

 Create an inventory of the applications running on the network  
 
This includes discovering all applications running on the network. It is also important to 
categorize those applications using an approach similar to that described in Chapter 2 
(Taxonomy of Applications).  Part of the value of this activity is to identify unauthorized 
use of the network; i.e., on-line gaming and streaming radio or video. Blocking 
recreational use can free up additional WAN bandwidth. Another part of the value of this 
activity is to identify business activities, such as downloads of server patches or security 
patches to desktops, that are being performed during peak times. Moving these activities 
to an off-peak time releases additional bandwidth. 
 

 Evaluate bandwidth to ensure available capacity for new applications  
 
This activity involves baselining the network as previously described, with the goal of 
using the information about relevant network resource utilization trends to identify any 
parts of the network in need of upgrading to support the new application.  As noted, 
companies should modify how they think about baselining to focus not on utilization, but 
on delay. In some instances, however, measuring delay is not enough. If, for example, a 
company is about to deploy VoIP then the pre-assessment baseline must also measure 
the current levels of jitter and packet loss, because VoIP quality is highly sensitive to 
those factors.  
 

 Create response time baselines for key essential applications  
 
This activity involves measuring the average and peak application response times for key 
applications, both before and after the new application is deployed. This information will 
allow IT organizations to determine if deploying the new application causes an 
unacceptable impact on the company‘s other key applications.  
 
As part of performing a pre-deployment network assessment, IT organizations can 
typically rely on having access to management data from SNMP MIBs (Simple Network 
Management Protocol Management Information Bases) on network devices. This data 
source provides data link layer visibility across the entire enterprise network and captures 
parameters such as the number of packets sent and received, the number of packets that 
are discarded, as well as the overall link utilization.  
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NetFlow is a Cisco IOS software feature and also the name of a Cisco protocol for 
collecting IP traffic information.  NetFlow represents a more advanced source of 
management data than SNMP MIBs. For example, whereas data from standard SNMP 
MIB monitoring can be used to quantify overall link utilization, this class of management 
data cannot be used to identify which network users or applications are consuming the 
bandwidth. 
 
An important consideration for IT organizations is whether they should deploy vendor-
specific, packet inspection-based dedicated instrumentation. The advantage of deploying 
dedicated instrumentation is that it enables a more detailed view into application 
performance. The disadvantage of this approach is that it increases the cost of the 
solution.  

Integrating Network Planning and Network Operations 

 
With a life cycle approach to planning and managing application performance, a critical 
requirement is to consider not only whether the existing network can provide the 
necessary levels of availability and response time, but also to anticipate the impact that 
various changes in the infrastructure will have on targeted application service levels. 

Addressing performance issues throughout the application lifecycle is greatly simplified if 
there are tight linkages between the IT personnel responsible for the planning and 
operational functions. The degree of integration between these IT functions can be 
significantly enhanced by a common tool set that:  

 Provides estimates of the impact on both network and application performance 
that would result from proposed changes in either the infrastructure or in application 
traffic patterns.  

 Verifies and ensures consistency of configuration changes to ensure error-free 
network operations and satisfactory levels of service  
 
A common tool set that spans planning and operational functions also supports initiatives 
aimed at the consolidation of network management tools in order to reduce complexity 
and maximize productivity of the IT staff. 
 
The Gap Between Network Planning and Network Operations 

For those organizations that run a large, complex network there often is a significant gap 
between network planning and network operations. One of the reasons for this gap is that 
due to the complex nature of the network there tends to be a high degree of 
specialization amongst the members of the IT function. Put simply, the members of the 
organization who do planning understand planning, but typically do not understand 
operations. Conversely, the members of the organization who do operations understand 
operations, but typically do not understand planning. 
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Another reason for this gap is that historically it has been very difficult to integrate 
planning into the ongoing change management processes. For example, many IT 
organizations use a change management solution to validate changes before they are 
implemented. These solutions are valuable because they identify syntax errors that could 
lead to an outage. However, these solutions cannot identify how the intended changes 
would impact the overall performance of the network.  

As is discussed in Chapter 11, within the majority of enterprise IT organizations the 
operations group is involved in what has traditionally been planning functions. In 
particular, that research showed that in the majority of IT organizations, the operations 
group is involved in: 
 

 Network design 

 Selection of new technologies; i.e., MPLS 

 Selection of network service providers 

The fact that network planning and network operations are working together on tasks 
such as network design is encouraging because that cooperation is likely to result in 
networks that are more highly available. However, as was pointed out, system complexity 
with multiple components and many types of interactions creates an environment where 
the relationship between actions and outcomes is not always obvious. As such, in order 
to design high availability networks and ensure that changes made to those networks do 
not negatively impact availability or performance, IT organizations need tools that can 
accurately predict the impact of change. 

 
Predicting the Impact of Change 

In order to be able to predict how a planned change will impact the performance of the 
network, some large IT organizations incur the cost of pre-testing a change in a lab 
environment prior to implementation. However, it is not possible to accurately represent a 
complex network in a lab. As a result, lab testing can only provide some insight into how 
a planned change will impact network performance. It has, however, the potential to miss 
some of the most significant components of how performance will be affected. 

To overcome the limitations of lab testing, some IT organizations have deployed tools 
that model the performance of the network. Unfortunately, in many cases, these tools are 
very expensive, not only in terms of the cost of the software itself, but in terms of the 
personnel, training, and time needed to manually update the tools.  

Route Analytics 

Another class of management tool that can facilitate the integration of planning and 
operations is typified by an IP route analytics solution

30
. The goal of route analytics is to 

                                                 
30

 More information on this topic can be found at:  http://www.webtorials.com/content/2008/12/the-mandate-
to-better-integrate-network-planning-and-network-operations.html 

http://www.webtorials.com/content/2008/12/the-mandate-to-better-integrate-network-planning-and-network-operations.html
http://www.webtorials.com/content/2008/12/the-mandate-to-better-integrate-network-planning-and-network-operations.html
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provide visibility, analysis, and diagnosis of the issues that occur at the routing layer in 
complex, meshed networks. A route analytics appliance draws its primary data directly 
from the network in real time by participating in the IP routing protocol exchanges. This 
allows the route analytics device to compute a real-time Layer 3 topology of the end-end 
network, detect routing events in real time, and correlate routing events or topology 
changes with other information, including application performance metrics. As a result, 
route analytics can help determine the impact on performance of both planned and actual 
changes in the Layer 3 network. 

Route analytics is gaining in popularity because the only alternative for resolving logical 
issues involves a very time-consuming investigation of the configuration and log files of 
numerous individual devices. Route analytics is also valuable because it can be used to 
eliminate problems stemming from human errors in router configuration by allowing the 
effect of a configuration change to be previewed before the change is actually 
implemented.  From an application delivery perspective, route analytics allows the path 
that application traffic takes through the network to be predetermined before changes are 
implemented and then allows the application traffic to be tracked in real-time after the 
application has gone into production. 

Planning for Cloud Computing 

 
Most IT organizations that have already implemented either public or private cloud 
computing have not done so in a highly systematic fashion.  In some cases, they used a 
trial and error approach to choosing a SaaS provider, while in other cases they evaluated 
one aspect of private cloud computing (e.g., server virtualization) without considering 
other aspects of private cloud computing and did not plan for the impact that server 
virtualization would have on other components of IT, such as management or the design 
of the data center LAN.   
 
In order to maximize the benefit of cloud computing, IT organizations need to develop a 
plan (The Cloud Computing Plan) that they update on a regular basis.  The Cloud 
Computing Plan should identify the opportunities and risks associated with both public 
and private cloud computing.  The Cloud Computing Plan must identify a roadmap of 
what steps the IT organization will take on a quarter-by-quarter basis for the next two to 
three years and ensure that the steps are in line with the corporate culture.  This includes 
identifying: 
 

 What functionality (e.g., applications, storage) needs to remain under the tight 
control of the IT organization and what functionality is appropriate to hand over to 
a CCSP. 

 What levels of service are good enough for each class of application and for the 
myriad storage requirements. 

 How the IT organization will evolve over time the twelve characteristics of a cloud 
computing solutions; e.g., virtualization, automation, simplification. 
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 How the IT organizations will evolve its data center LAN architecture to support 
cloud computing. 

 How the IT organizations will evolve its use of WAN services to support cloud 
computing. 

 How the IT organization will minimize the security and confidentiality risks 
associated with public cloud computing services. 

 What management functionality must be present in the management domain 
controlled by the IT organization as well as provided by the relevant network 
service providers and CCSP(s). 

 How the IT organization will overcome potential performance bottlenecks. 
 
The Cloud Computing Plan should look systematically across multiple technologies 
because of the interconnected nature of the technologies.  As part of creating this plan, IT 
organizations need to understand the cloud computing strategy of their existing and 
potential suppliers, including the partnerships that the suppliers are establishing between 
and amongst themselves. 

8.0 Network and Application Optimization 
 
The phrase network and application optimization refers to an extensive set of 
techniques that organizations have deployed in an attempt to optimize the performance 
of networks and applications as part of assuring acceptable application performance.  
The primary role these techniques play is to: 
 

 Reduce the amount of data sent over the WAN; 

 Ensure that the WAN link is never idle if there is data to send; 

 Reduce the number of round trips (a.k.a., transport layer or application turns) 
necessary for a given transaction; 

 Overcome the packet delivery issues that are common in shared (i.e., over-
subscribed) networks; 

 Mitigate the inefficiencies of protocols; 

 Offload computationally intensive tasks from client systems and servers 
 
As is explained in the following section of the handbook, some managed service 
providers offer network and application optimization as a service.  It is also possible for IT 
organizations to acquire network and application optimization products.  As is also 
explained in the following section, these two approaches are complimentary. 
 
There are two principal categories of network and application optimization products.  One 
category focuses on the negative effect of the WAN on application performance.  This 
category is often referred to as a WAN optimization controller (WOC).  WOCs are often 
referred to as symmetric solutions because they typically require functionality in both the 
data center as well as the branch office.   
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The second category of products is often referred to as an Application Delivery Controller 
(ADC).  This solution is typically referred to as being an asymmetric solution because an 
appliance is only required in the data center and not the branch office.  The genesis of 
this category of solution dates back to the IBM mainframe-computing model of the late 
1960s and early 1970s.  Part of that computing model was to have a Front End 
Processor (FEP) reside in front of the IBM mainframe.  The primary role of the FEP was 
to free up processing power on the general purpose mainframe computer by performing 
communications processing tasks, such as terminating the 9600 baud multi-point private 
lines, in a device that was designed specifically for these tasks.  The role of the ADC is 
somewhat similar to that of the FEP in that it performs computationally intensive tasks, 
such as the processing of Secure Sockets Layer (SSL) traffic, hence freeing up server 
resources.  However, another role of the ADC that the FEP did not provide is that of 
Server Load Balancer (SLB) which, as the name implies, balances traffic over multiple 
servers.   

Application Delivery Network Defined 

 
The basic business benefits of WAN Optimization and Application Acceleration over the 
WAN are to: 
 

 Reduce WAN bandwidth expenses 

 Reduce congestion on WAN ports 

 Reduce OPEX and CAPEX through the facilitation of consolidation and 
centralization of servers, applications, and storage resources 

 Improve remote employee productivity through reduced application response time 

 Increase the ability of the IT organization to more large volumes of data across the 
WAN such as when performing backups 

 
Some of these basic benefits can be gained by deploying devices that are focused on 
optimizations within the packet delivery network.  By packet delivery network is meant the 
packet payload and the transport, network and data link layers of the Internet protocol 
suite, as shown in Figure 8.1.  
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Figure 8.1: Application Delivery vs. Packet Delivery   
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As Application Delivery technology continues to evolve, much more attention is being 
paid to the Application Layer. Solutions that leverage functionality that resides higher in 
the OSI protocol stack can improve the effectiveness of application delivery based on the 
ability of these solutions to recognize application layer signatures and to then differentiate 
among the various applications that share and contend for common transport resources.   
 
In order to choose the most appropriate optimization solution, IT organizations need to 
understand their environment.  For example, consider the types of advanced 
compression solutions that are available.  The effectiveness of these solutions depends 
on two factors.  One is the quality of the compression techniques implemented in a 
solution.  However, as many compression techniques use the same fundamental and 
widely known mathematical and algorithmic foundations, the performance of many of the 
solutions available in the market will tend to be somewhat similar.   
The second factor influencing the effectiveness of these solutions is the amount of 
redundancy in the traffic.  Applications that transfer highly redundant data, such as text 
and html on web pages, will benefit significantly from advanced compression.  
Applications that transfer data that has already been compressed, such as the voice 
streams in VoIP or jpg-formatted images, will see little improvement in performance from 
implementing advanced compression -- and could possibly see performance degradation.   

 
Because a network and optimization solution will provide varying degrees of benefit to a 
company based on the unique characteristics of its environment, third party tests of these 
solutions are helpful, but not conclusive. 
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Understanding the performance gains of any network and application 
optimization solution requires testing in an environment that closely 
reflects the live environment. 
 

Quantifying Application Response Time 
 
A model is helpful to illustrate the potential performance bottlenecks in the performance 
of an application. The following model (Figure 8.2) is a variation of the application 
response time model created by Sevcik and Wetzel31.  Like all models, the following is 
only an approximation and as a result is not intended to provide results that are accurate 
to the millisecond level.  It is, however, intended to provide insight into the key factors 
impacting application response time.  As shown below, the application response time (R) 
is impacted by amount of data being transmitted (Payload), the WAN bandwidth, the 
network round trip time (RTT), the number of application turns (AppTurns), the number of 
simultaneous TCP sessions (concurrent requests), the server side delay (Cs) and the 
client side delay (Cc). 

 
 

Figure 8.2:  Application Response Time Model 

  
 
The WOCs and ADCs that are described below are intended to mitigate the impact of the 
factors in the preceding equation.   

WAN Optimization Controllers 

 
The goal of a WOC is to improve the performance of applications delivered from the data 
center to the branch office or directly to the end user.  Table 8.1 lists some of WAN 
characteristics that impact application delivery and identifies WAN optimization 
techniques that can be used to mitigate the impact of the WAN. 
 

                                                 
31

 Why SAP Performance Needs Help, NetForecast Report 5084, 
http://www.netforecast.com/ReportsFrameset.htm 

http://www.netforecast.com/ReportsFrameset.htm


2010 Handbook of Application Delivery 

 

 
State-of-the-Market Report 

 

July 2010  Page 62  

 

Table 8.1:  Techniques to Improve Application Performance 

WAN Characteristics WAN Optimization Techniques 

Insufficient Bandwidth 

Data Reduction: 

 Data Compression 

 Differencing (a.k.a., de-duplication) 

 Caching 

High Latency 

Protocol Acceleration: 

 TCP 

 HTTP 

 CIFS 

 NFS 

 MAPI 
Mitigate Round-trip Time 

 Request Prediction 

 Response Spoofing 

Packet Loss 
Congestion Control 
Forward Error Correction (FEC) 
Packet Reordering 

Network Contention Quality of Service (QoS) 
 

 
Below is a description of some of the key techniques used in WAN optimization: 

  
Caching 
A copy of information is kept locally, with the goal of either avoiding or minimizing the 
number of times that information must be accessed from a remote site. Caching can take 
multiple forms: 
 

Byte Caching 
With byte caching the sender and the receiver maintain large disk-based caches of 
byte strings previously sent and received over the WAN link.  As data is queued 
for the WAN, it is scanned for byte strings already in the cache.  Any strings 
resulting in cache hits are replaced with a short token that refers to its cache 
location, allowing the receiver to reconstruct the file from its copy of the cache.  
With byte caching, the data dictionary can span numerous TCP applications and 
information flows rather than being constrained to a single file or single application 
type. 

 
Object Caching 
Object caching stores copies of remote application objects in a local cache server, 
which is generally on the same LAN as the requesting system.  With object 
caching, the cache server acts as a proxy for a remote application server.  For 
example, in Web object caching, the client browsers are configured to connect to 
the proxy server rather than directly to the remote server.  When the request for a 
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remote object is made, the local cache is queried first.  If the cache contains a 
current version of the object, the request can be satisfied locally at LAN speed and 
with minimal latency.  Most of the latency involved in a cache hit results from the 
cache querying the remote source server to ensure that the cached object is up to 
date. 

 
If the local proxy does not contain a current version of the remote object, it must 
be fetched, cached, and then forwarded to the requester.  Loading the remote 
object into the cache can potentially be facilitated by either data compression or 
byte caching. 

 
Compression 
The role of compression is to reduce the size of a file prior to transmission over a WAN.  
Compression also takes various forms. 
 

Static Data Compression 
Static data compression algorithms find redundancy in a data stream and use 
encoding techniques to remove the redundancy, creating a smaller file.  A number 
of familiar lossless compression tools for binary data are based on Lempel-Ziv 
(LZ) compression.  This includes zip, PKZIP and gzip algorithms.  
 
LZ develops a codebook or dictionary as it processes the data stream and builds 
short codes corresponding to sequences of data.  Repeated occurrences of the 
sequences of data are then replaced with the codes.  The LZ codebook is 
optimized for each specific data stream and the decoding program extracts the 
codebook directly from the compressed data stream. LZ compression can often 
reduce text files by as much as 60-70%.  However, for data with many possible 
data values LZ generally proves to be quite ineffective because repeated 
sequences are fairly uncommon. 
 
Differential Compression; a.k.a., Differencing or De-duplication 
Differencing algorithms are used to update files by sending only the changes that 
need to be made to convert an older version of the file to the current version.  
Differencing algorithms partition a file into two classes of variable length byte 
strings: those strings that appear in both the new and old versions and those that 
are unique to the new version being encoded.  The latter strings comprise a delta 
file, which is the minimum set of changes that the receiver needs in order to build 
the updated version of the file.  
 
While differential compression is restricted to those cases where the receiver has 
stored an earlier version of the file, the degree of compression is very high.  As a 
result, differential compression can greatly reduce bandwidth requirements for 
functions such as software distribution, replication of distributed file systems, and 
file system backup and restore. 
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Real Time Dictionary Compression 
The same basic LZ data compression algorithms discussed earlier can also be 
applied to individual blocks of data rather than entire files, which results in smaller 
dynamic dictionaries that can reside in memory rather than on disk. As a result, 
the processing required for compression and decompression introduces only a 
small amount of delay, allowing the technique to be applied to real-time, streaming 
data. 

 
Congestion Control 
The goal of congestion control is to ensure that the sending device does not transmit 
more data than the network can accommodate.  To achieve this goal, the TCP 
congestion control mechanisms are based on a parameter referred to as the congestion 
window.  TCP has multiple mechanisms to determine the congestion window.   
 
Forward Error Correction (FEC) 
FEC is typically used at the physical layer (Layer 1) of the OSI stack.  FEC can also be 
applied at the network layer (Layer 3) whereby an extra packet is transmitted for every n 
packets sent.  This extra packet is used to recover from an error and hence avoid having 
to retransmit packets.  A subsequent subsection will discuss some of the technical 
challenges associated with data replication and will describe how FEC mitigates some of 
those challenges. 
 
Protocol Acceleration 
Protocol acceleration refers to a class of techniques that improves application 
performance by circumventing the shortcomings of various communication protocols. 
Protocol acceleration is typically based on per-session packet processing by appliances 
at each end of the WAN link, as shown in Figure 8.3.  The appliances at each end of the 
link act as a local proxy for the remote system by providing local termination of the 
session. Therefore, the end systems communicate with the appliances using the native 
protocol, and the sessions are relayed between the appliances across the WAN using the 
accelerated version of the protocol or using a special protocol designed to address the 
WAN performance issues of the native protocol.  As described below, there are many 
forms of protocol acceleration. 
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Figure 8.3: Protocol Acceleration Appliances 

 
 

TCP Acceleration 
TCP can be accelerated between appliances with a variety of techniques that increase a 
session‘s ability to more fully utilize link bandwidth.  Some of these techniques include 
dynamic scaling of the window size, packet aggregation, selective acknowledgement, 
and TCP Fast Start.  Increasing the window size for large transfers allows more packets 
to be sent simultaneously, thereby boosting bandwidth utilization.  With packet 
aggregation, a number of smaller packets are aggregated into a single larger packet, 
reducing the overhead associated with numerous small packets.  TCP selective 
acknowledgment (SACK) improves performance in the event that multiple packets are 
lost from one TCP window of data.  With SACK, the receiver tells the sender which 
packets in the window were received, allowing the sender to retransmit only the missing 
data segments instead of all segments sent since the first lost packet.  TCP slow start 
and congestion avoidance lower the data throughput drastically when loss is detected.  
TCP Fast Start remedies this by accelerating the growth of the TCP window size to 
quickly take advantage of link bandwidth. 
 
CIFS and NFS Acceleration 
CIFS and NFS use numerous Remote Procedure Calls (RPCs) for each file sharing 
operation.  NFS and CIFS suffer from poor performance over the WAN because each 
small data block must be acknowledged before the next one is sent.  This results in an 
inefficient ping-pong effect that amplifies the effect of WAN latency.  CIFS and NFS file 
access can be greatly accelerated by using a WAFS transport protocol between the 
acceleration appliances.  With the WAFS protocol, when a remote file is accessed, the 
entire file can be moved or pre-fetched from the remote server to the local appliance‘s 
cache.  This technique eliminates numerous round trips over the WAN.  As a result, it can 
appear to the user that the file server is local rather than remote.  If a file is being 
updated, CIFS and NFS acceleration can use differential compression and block level 
compression to further increase WAN efficiency. 
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HTTP Acceleration 
Web pages are often composed of many separate objects, each of which must be 
requested and retrieved sequentially.  Typically a browser will wait for a requested object 
to be returned before requesting the next one.  This results in the familiar ping-pong 
behavior that amplifies the effects of latency.  HTTP can be accelerated by appliances 
that use pipelining to overlap fetches of Web objects rather than fetching them 
sequentially.  In addition, the appliance can use object caching to maintain local storage 
of frequently accessed web objects.  Web accesses can be further accelerated if the 
appliance continually updates objects in the cache instead of waiting for the object to be 
requested by a local browser before checking for updates. 
 
Microsoft Exchange Acceleration 
Most of the storage and bandwidth requirements of email programs, such as Microsoft 
Exchange, are due to the attachment of large files to mail messages.  Downloading email 
attachments from remote Microsoft Exchange Servers is slow and wasteful of WAN 
bandwidth because the same attachment may be downloaded by a large number of email 
clients on the same remote site LAN.  Microsoft Exchange acceleration can be 
accomplished with a local appliance that caches email attachments as they are 
downloaded.  This means that all subsequent downloads of the same attachment can be 
satisfied from the local application server.  If an attachment is edited locally and then 
returned to via the remote mail server, the appliances can use differential file 
compression to conserve WAN bandwidth. 

 
Request Prediction 
By understanding the semantics of specific protocols or applications, it is often possible 
to anticipate a request a user will make in the near future.  Making this request in 
advance of it being needed eliminates virtually all of the delay when the user actually 
makes the request. 
 
Many applications or application protocols have a wide range of request types that reflect 
different user actions or use cases. It is important to understand what a vendor means 
when it says it has a certain application level optimization. For example, in the CIFS 
(Windows file sharing) protocol, the simplest interactions that can be optimized involve 
drag and drop. But many other interactions are more complex. Not all vendors support 
the entire range of CIFS optimizations.  
 
Request Spoofing 
This refers to situations in which a client makes a request of a distant server, but the 
request is responded to locally. 
 
WOC Selection Criteria 
 
The recommended criteria for evaluating WAN Optimization Controllers are listed in 
Table 8.2. This list is intended as a fairly complete compilation of all possible criteria, so 
a given organization may apply only a subset of these criteria for a given purchase 
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decision. In addition, individual organizations are expected to ascribe different weights to 
each of the criteria because of differences in WAN architecture, branch office network 
design, and application mix. Assigning weights to the criteria and relative scores for each 
solution provides a simple method for comparing competing solutions. 
 
There are many techniques IT organizations can use to complete Table 8.2 and then use 
its contents to compare solutions. For example, the weights can range from 10 points to 
50 points, with 10 points meaning not important, 30 points meaning average importance, 
and 50 points meaning critically important. The score for each criteria can range from 1 to 
5, with a 1 meaning fails to meet minimum needs, 3 meaning acceptable, and 5 meaning 
significantly exceeds requirements.  
 
As an example, consider solution A. For this solution, the weighted score for each 
criterion (WiAi) is found by multiplying the weight (Wi) of each criteria, by the score of 
each criteria (Ai). The weighted score for each criterion are then summed (Σ WiAi) to get 
the total score for the solution. This process can then be repeated for additional solutions 
and the total scores of the solutions can be compared.  

  

Table 8.2: Criteria for WAN Optimization Solutions 

Criterion 
Weight 

Wi 

Score for 
Solution “A” 

Ai 

Score for 
Solution “B” 

Bi 

Performance    

Transparency    

Solution Architecture    

OSI Layer    

Capability to Perform Application Monitoring    

Scalability    

Cost-Effectiveness    

Application Sub-classification    

Module vs. Application Optimization    

Disk vs. RAM-based Compression    

Protocol Support    

Security    

Ease of Deployment and Management    

Change Management    

Bulk Data Transfers    

Support for Meshed Traffic    

Support for Real Time Traffic    

Individual and/or Mobile Clients    

Branch Office Consolidation    

Total Score  Σ WiAi Σ WiBi 
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Each of the criteria is explained below. 
 
Performance 
Third party tests of a solution can be helpful. It is critical, however, to quantify the 
kind of performance gains that the solution will provide in the particular 
environment where it will be installed. For example, if the IT organization is in the 
process of consolidating servers out of branch offices and into centralized data 
centers, or has already done so, then it needs to test how well the WAN 
optimization solution supports CIFS.  As part of this quantification, it is important to 
identify whether the performance degrades as additional functionality within the 
solution is activated, or as the solution is deployed more broadly across the 
organization.  
 
Transparency 
The first rule of networking is not to implement anything that causes the network to 
break. Therefore, an important criterion when choosing a WOC is that it should be 
possible to deploy the solution without breaking things such as routing, security, or 
QoS. The solution should also be transparent relative to both the existing server 
configurations and the existing Authentication, Authorization and Accounting (AAA) 
systems, and should not make troubleshooting any more difficult. 

 
Solution Architecture 
If the organization intends the solution to support additional optimization 
functionality over time, it is important to determine whether the hardware and 
software architecture can support new functionality without an unacceptable loss 
of performance. 
 
OSI Layer 
Organizations can apply many of the optimization techniques discussed in this 
handbook at various layers of the OSI model. They can apply compression, for 
example, at the packet layer. The advantage of applying compression at this layer 
is that it supports all transport protocols and all applications. The disadvantage is 
that it cannot directly address any issues that occur higher in the stack. 
 
Alternatively, having an understanding of the semantics of the application means 
that compression can also be applied to the application; e.g., SAP or Oracle. 
Applying compression -- or other techniques such as request prediction -- in this 
manner has the potential to be more effective but is by definition application 
specific and so might be negatively impacted by changes in the application. 
 
Capability to Perform or Support Application Monitoring 
Many network performance tools rely on network-based traffic statistics gathered 
from network infrastructure elements at specific points in the network to perform 
their reporting. By design, all WAN optimization devices apply various optimization 
techniques on the application packets and hence affect these network-based 
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traffic statistics to varying degrees. One of the important factors that determine the 
degree of these effects is based on the amount of the original TCP/IP header 
information retained in the optimized packets.  
 
Scalability 
One aspect of scalability is the size of the WAN link that can be terminated on the 
appliance. More important is how much throughput the box can actually support 
with the relevant and desired optimization functionality turned on. Other aspects of 
scalability include how many simultaneous TCP connections the appliance can 
support, as well as how many branches or users a vendor‘s complete solution can 
support.  Downward scalability is also important. Downward scalability refers to the 
ability of the vendor to offer cost-effective products for small branches or even 
individual laptops. 
Cost Effectiveness 
This criterion is related to scalability. In particular, it is important to understand 
what the initial solution costs, and also to understand how the cost of the solution 
changes as the scope and scale of the deployment increases. 
 
Application Sub-classification 
An application such as XenApp or SAP is composed of multiple modules with 
varying characteristics. Some WOCs can classify at the individual module level, 
while others can only classify at the application level. 
 
Module vs. Application Optimization 
In line with the previous criterion, some WOCs treat each module of an application 
in the same fashion. Other solutions treat modules based both on the criticality 
and characteristics of that module. For example, some solutions apply the same 
optimization techniques to all of SAP, while other solutions would apply different 
techniques to the individual SAP modules based on factors such as their business 
importance and latency sensitivity. 
 
Disk vs. RAM 
Advanced compression solutions can be either disk or RAM-based, or have the 
ability to provide both options. Disk-based systems can typically store as much as 
1,000 times the volume of patterns in their dictionaries as compared with RAM-
based systems, and those dictionaries can persist across power failures. The data, 
however, is slower to access than it would be with the typical RAM-based 
implementations, although the performance gains of a disk-based system are 
likely to more than compensate for this extra delay. While disks are more cost 
effective than a RAM-based solution on a per byte basis, given the size of these 
systems they do add to the overall cost and introduce additional points of failure to 
a solution. Standard techniques such as RAID can mitigate the risk associated 
with these points of failure. 
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Protocol support 
Some solutions are specifically designed to support a given protocol (e.g., UDP, 
TCP, HTTP, Microsoft Print Services, CIFS, MAPI) while other solutions support 
that protocol generically. In either case, the critical issue is how much of an 
improvement the solution can offer in the performance of that protocol, in the type 
of environment in which the solution will be deployed. Also, as discussed in 
section 4, the adoption of VDI means that protocols such as ICA, RDP and PCoIP 
need to be supported.  As a result, if VDI is being deployed, WOC performance for 
remote display protocols should be a significant evaluation criterion.   
 
In addition to evaluation how a WOC improves the performance of a protocol, it is 
also important to determine if the WOC makes any modifications to the protocol 
that could cause unwanted side effects. 
 
Security 
The solution must be compatible with the current security environment. It must not, 
for example, break firewall Access Control Lists (ACLs) by hiding TCP header 
information. In addition, the solution itself must not create any additional security 
vulnerabilities. 
 
Easy of Deployment and Management 
As part of deploying a WAN optimization solution, an appliance will be deployed in 
branch offices that will most likely not have any IT staff. As such, it is important 
that unskilled personnel can install the solution.  In addition, the greater the 
number of appliances deployed, the more important it is that they are easy to 
configure and manage. 
 
It‘s also important to consider what other systems will have to be modified in order 
to implement the WAN optimization solution. Some solutions, especially cache-
based or WAFS solutions, require that every file server be accessed during 
implementation.  
 
Change Management 
As most networks experience periodic changes such as the addition of new sites 
or new applications, it is important that the WAN optimization solution can adapt to 
these changes easily – preferably automatically.  
 
Bulk Data Transfers 
An additional benefit of server virtualization is the efficiency it lends to disaster 
recovery and backup operations. Virtual images of mission critical applications can 
be maintained at backup data centers or the data centers of providers of public 
cloud-based backup/recovery services or cloud-based virtual data centers. 
Compared to conventional files, the virtual image has the added benefit of being 
readily restarted on another virtualized server to quickly resume business 
operations. Client-side application virtualization also involves high volume data 
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transfers from the data center to the remote site. WOCs optimized for backup 
operations and other bulk transfers among sites may have special features, such 
as FEC (discussed in the next section), recovery from out of order packets, 
enhanced data de-duplication capabilities, support for specific backup 
applications, and support for specialized transfer protocols. 

 
Support of Meshed Traffic 
A number of factors are causing a shift in the flow of WAN traffic away from a 
simple hub-and-spoke pattern to more of a meshed flow. If a company is making 
this transition, it is important that the WAN optimization solution it deploys can 
support meshed traffic flows and can support a range of features such as 
asymmetric routing. 
 
Support for Real Time Traffic 
Many companies have deployed real-time applications.  For these companies it is 
important that the WAN optimization solution can support real time traffic. Most 
real-time applications use UDP, not TCP, as a transport protocol. As a result, they 
are not significantly addressed by TCP-only acceleration solutions. In addition, the 
payloads of VoIP and live video packets can‘t be compressed by the WOC 
because of the delay sensitive nature of the traffic and the fact that these streams 
are typically already highly compressed. WOC support for UDP real-time traffic is 
therefore generally provided in the form of header compression, QoS, and forward 
error correction. As the WOC performs these functions, it must be able to do so 
without adding a significant amount of latency. 
 
Individual and/or Mobile Clients 
As the enterprise workforce continues to become more mobile and more de-
centralized, accessing enterprise applications from mobile devices or home offices 
is becoming a more common requirement. As discussed in section 4, accelerating 
application delivery to these remote users involves a soft WOC or WOC client that 
is compatible with a range of remote devices, including laptops, PDAs, and smart 
phones. The WOC client  must also be compatible with at least  a subset of the 
functionality offered by the data center WOC. Another issue with WOC clients is 
whether the software can be integrated with other client software that the 
enterprise requires to be installed on the remote device. Installation and 
maintenance of numerous separate pieces of client software on remote devices 
can become a significant burden for the IT support staff. 
 
Branch Office Platform 
As previously noted, many enterprises are consolidating servers into a small 
number of central sites in order to cut costs and to improve the manageability of 
the branch office IT resources. Another aspect of branch office consolidation is 
minimizing the number of standalone network devices and hardware appliances in 
the branch office network. As noted in section 4, one approach to branch office 
consolidation is to install a virtualized server at the branch office that provides local 
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services and also supports virtual appliances for various network functions.  A 
variation on this consolidation strategy involves using the WOC as an integrated 
(or virtualized) platform that supports a local branch office server and possibly 
other networking functions, such as DNS and/or DHCP.  Another variation is to 
have WOC functionality integrated into the router in the branch office. 

The Data Replication Bottleneck  

 
While packet loss and out of order packets are merely a nuisance for a network that 
supports typical data applications32 such as file transfer and email, it is a very serious 
problem when performing bulk transfers for data replication and backup across the WAN.  
The former involves thousands of short-lived sessions made up of a small number of 
packets typically sent over low bandwidth connections.  The latter involves continuous 
sessions with many packets sent over high capacity WAN links.  Data applications can 
typically recover from lost or out of order packets by re-transmitting the lost data.  
Performance might suffer, but the results are not catastrophic.  Data replication 
applications, however, do not have the same luxury.  If packets are lost, throughput can 
be decreased so significantly that the replication process cannot be completed in a 
reasonable timeframe. As discussed in section 5 (Cloud Computing):  

 
Efficient bulk transfers and data replication are critical requirements 
to gain many of the potential benefits of both private and public cloud 
computing. 

 
Key WAN Characteristics:  Loss and Out of Order Packets 
 
Many IT organizations are moving away from a hub and spoke network and are adopting 
WAN services such as MPLS and IP VPNs.  While there are significant advantages to 
MPLS and IP VPN services, there are drawbacks, a major one being high levels of 
packet loss and out of order packets.  This is due to routers being oversubscribed in a 
shared network, resulting in dropped or delayed packet delivery.   
 
The affect of packet loss on TCP has been widely analyzed33. Mathis et al. provide a 
simple formula that offers insight into the maximum TCP throughput on a single session 
when there is packet loss.  That formula is: 

                                                 
32

 The phrase typical data application refers to applications that involve inquiries and responses where 
moderate amounts of information are transferred for brief periods of time.  Examples include file transfer, 
email, web and VoIP.  This is in contrast to a data replication application that transfers large amounts of 
information for a continuous period of time. 
33

 The macroscopic behavior of the TCP congestion avoidance algorithm by Mathis, Semke, Mahdavi & Ott 
in Computer Communication Review, 27(3), July 1997 

http://www.psc.edu/networking/papers/model_ccr97.ps
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Figure 8.4:  Factors that Impact Throughput 

 
 

where:  
 
MSS: maximum segment size 
RTT:  round trip time 
p: packet loss rate. 
 
The preceding equation shows that throughput decreases as either RTT or p increases.  
To illustrate the impact of packet loss, assume that MSS is 1,420 bytes, RTT is 100 ms. 
and p is 0.01%.   Based on the formula, the maximum throughput is 1,420 
Kbytes/second.  If however, the loss were to increase to 0.1%, the maximum throughput 
drops to 449 Kbytes/second.  Figure 8.5 depicts the impact that packet loss has on the 
throughput of a single TCP stream with a maximum segment size of 1,420 bytes and 
varying values of RTT. 
 

One conclusion we 
can draw from Figure 
8.5 is: 
 

Small amounts of 
packet loss can 

significantly reduce 
the maximum 

throughput of a 
single TCP session. 

 
For example, on a 
WAN link with a 1% 
packet loss and a 
round trip time of 50 
ms or greater, the 
maximum throughput 
is roughly 3 megabits 
per second no matter 
how large the WAN 
link is.  Section 9 
expands on the impact 
of packet loss and out 
of order packets on 
throughput. 

 

Figure 8.5:  Impact of Packet Loss on Throughput 
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Techniques for Coping with Loss and Out of Order Packets 
 

The data in Figure 8.5 shows that while packet loss affects throughput for any TCP 
stream, it particularly affects throughput for high-speed streams, such as those 
associated with multi-media and data replication.  As a result, numerous techniques, 
such as Forward Error Correction (FEC)34, have been developed to mitigate the impact of 
packet loss.   
 
FEC has long been used at the physical level to ensure error free transmission with a 
minimum of re-transmissions.  Many enterprises have recently begun to use FEC at the 
network layer to improve the performance of applications such as data replication.  The 
basic premise of FEC is that an additional error recovery packet is transmitted for every n 
packets sent.  The additional packet enables the network equipment at the receiving end 
to reconstitute one of the n lost packets and hence negates the actual packet loss.  The 
ability of the equipment at the receiving end to reconstitute the lost packets depends on 
how many packets were lost and how many extra packets were transmitted.  In the case 
in which one extra packet is carried for every ten normal packets (1:10 FEC), a 1% 
packet loss can be reduced to less than 0.09%.  If one extra packet is carried for every 
five normal packets (1:5 FEC), a 1% packet loss can be reduced to less than 0.04%.  For 
example, assume that the MSS is 1,420, RTT is 100 ms, and the packet loss is 0.1%.  
Transmitting a 10 Mbyte file without FEC would take a minimum of 22.3 seconds.  Using 
a 1:10 FEC algorithm would reduce this to 2.1 seconds and a 1:5 FEC algorithm would 
reduce this to 1.4 seconds. 
 
The example demonstrates the value of FEC in a TCP environment; the technique 
applies equally well to any application regardless of transport protocol.  FEC, however, 
introduces overhead which itself can reduce throughput.  What is needed is a FEC 
algorithm that dynamically adapts to packet loss.  For example, if a WAN link is not 
experiencing packet loss, no extra packets should be transmitted.  When loss is detected, 
the algorithm should begin to carry extra packets and should increase the amount of 
extra packets as the amount of loss increases. 

Application Delivery Controllers (ADCs) 

 
As was mentioned earlier in this section, an historical precedent exists to the current 
generation of ADCs. That precedent is the Front End Processor (FEP) that was 
introduced in the late 1960s and was developed and deployed to support mainframe 
computing. From a more contemporary perspective, the current generation of ADCs 
evolved from the earlier generations of Server Load Balancers (SLBs) that were deployed 
in front of server farms.  
 
While an ADC still functions as a SLB, the ADC has assumed, and will most likely 
continue to assume, a wider range of more sophisticated roles that enhance server 

                                                 
34

 RFC 2354, Options for Repair of Streaming Media, http://www.rfc-archive.org/getrfc.php?rfc=2354 

http://www.rfc-archive.org/getrfc.php?rfc=2354
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efficiency and provide asymmetrical functionality to accelerate the delivery of applications 
from the data center to individual remote users.  In particular, the ADC can allow a 
number of compute-intensive functions, such as SSL processing and TCP session 
processing, to be offloaded from the server. Server offload can increase the transaction 
capacity of each server, reducing the number of servers required for a given level of 
business activity. Where the ADC uses purpose-built hardware to execute the compute-
intensive functions, each ADC can support more transactions and therefore more 
servers, further increasing the value of the ADC deployment.  

 
An ADC provides more sophisticated functionality than a SLB does.  

 
The deployment of an SLB enables an IT organization to get a linear benefit out of its 
servers.  That means that if an IT organization that has implemented an SLB doubles the 
number of servers supported by that SLB that it should be able to roughly double the 
number of transactions that it supports. The traffic at most Web sites, however, is not 
growing at a linear rate, but at an exponential rate.  To exemplify the type of problem this 
creates, assume that the traffic at a hypothetical company‘s (Acme) Web site doubles 
every year.  If Acme‘s IT organization has deployed a linear solution, such as an SLB, 
after three years it will have to deploy eight times as many servers as it originally had in 
order to support the increased traffic.  However, if Acme‘s IT organization were to deploy 
an effective ADC then after three years it would still have to increase the number of 
servers it supports, but only by a factor of two or three – not a factor of eight.  The phrase 
effective ADC refers to the ability of an ADC to have all features turned on and still 
support the peak traffic load.   
 
Among the functions users can expect from a modern ADC are the following: 

 

 Traditional SLB 
ADCs can provide traditional load balancing across local servers or among 
geographically dispersed data centers based on Layer 4 through Layer 7 intelligence. 
SLB functionality maximizes the efficiency and availability of servers through 
intelligent allocation of application requests to the most appropriate server. 

 SSL Offload 
One of the primary new roles played by an ADC is to offload CPU-intensive tasks 
from data center servers. A prime example of this is SSL offload, where the ADC 
terminates the SSL session by assuming the role of an SSL Proxy for the servers. 
SSL offload can provide a significant increase in the performance of secure intranet or 
Internet Web sites. SSL offload frees up server resources, allowing existing servers to 
process more requests for content and handle more transactions. 

 XML Offload 
XML is a verbose protocol that is CPU-intensive.  Hence, another function that can be 
provided by the ADC is to offload XML processing from the servers by serving as an 
XML gateway.  
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 Application Firewalls 
ADCs may also provide an additional layer of security for Web applications by 
incorporating application firewall functionality. Application Firewalls are focused on 
blocking increasingly prevalent application-level attacks. Application firewalls are 
typically based on Deep Packet Inspection (DPI), coupled with session awareness 
and behavioral models of normal application interchange. For example, an application 
firewall would be able to detect and block Web sessions that violate rules defining the 
normal behavior of HTTP applications and HTML programming.  

 Asymmetrical Application Acceleration 
ADCs can accelerate the performance of applications delivered over the WAN by 
implementing optimization techniques, such as reverse caching, asymmetrical TCP 
optimization, and compression. With reverse caching, new user requests for static or 
dynamic Web objects can often be delivered from a cache in the ADC rather than 
having to be regenerated by the servers. Reverse caching therefore improves user 
response time and minimizes loading on Web servers, application servers, and 
database servers. 
 
Asymmetrical TCP optimization is based on the ADC serving as a proxy for TCP 
processing, minimizing the server overhead for fine-grained TCP session 
management. TCP proxy functionality is designed to deal with the complexity 
associated with the fact that each object on a Web page requires its own short-lived 
TCP connection. Processing all of these connections can consume an inordinate 
about of the server‘s CPU resources, Acting as a proxy, the ADC offloads the server 
TCP session processing by terminating the client-side TCP sessions and multiplexing 
numerous short-lived network sessions initiated as client-side object requests into a 
single longer-lived session between the ADC and the Web servers. Within a 
virtualized server environment the importance of TCP offload is amplified significantly 
because of the higher levels of physical server utilization that virtualization enables.  
Physical servers with high levels of utilization will typically support significantly more 
TCP sessions and therefore more TCP processing overhead. 

 
The ADC can also offload Web servers by performing compute-intensive HTTP 
compression operations. HTTP compression is a capability built into both Web 
servers and Web browsers. Moving HTTP compression from the Web server to the 
ADC is transparent to the client and so requires no client modifications. HTTP 
compression is asymmetrical in the sense that there is no requirement for additional 
client-side appliances or technology. 

 Response Time Monitoring 
The application and session intelligence of the ADC also presents an opportunity to 
provide real-time and historical monitoring and reporting of the response time 
experienced by end users accessing Web applications. The ADC can provide the 
granularity to track performance for individual Web pages and to decompose overall 
response time into client-side delay, network delay, ADC delay, and server-side delay. 
The resulting data can be used to support SLAs for guaranteed user response times, 
guide remedial action, and plan additional capacity to maintain service levels.  

file:///C:/Users/David/AppData/Local/DOCUME~1/ADMINI~1/wiki/Web_server
file:///C:/Users/David/AppData/Local/DOCUME~1/ADMINI~1/wiki/Web_server
file:///C:/Users/David/AppData/Local/DOCUME~1/ADMINI~1/wiki/Web_browser
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 Support for Server Virtualization 
With server virtualization, there are two primary tasks associated with the dynamic 
creation of a new VM.  The first task is the spawning of the new VM and the second 
task is ensuring that the network switches, firewalls, and ADCs are properly 
configured to direct and control traffic destined for that VM.  For the ADC (and other 
devices) the required configuration changes are typically communicated from an 
external agent via one of the control APIs that the device supports. These APIs are 
usually based on SOAP, a CLI script, or direct reconfiguration.  The exteranl agent 
could be a start-up script inside of the VM or it could be the provisioning/management 
agent that initiated the provisioning of the VM.  The provisioning/management agent 
could be part of an external workflow orchestration system or it could be part of the 
orchestration function within the hypervisor management system.  Preferably the 
process of configuring network elements, including ADCs, to support new VMs and 
the movement of VMs within the data center can readily be automated and integrated 
within the enterprise‘s overall architecture for managing the virtualized server 
environment. 

 
ADC Selection Criteria 
 
The ADC evaluation criteria are listed in Table 8.3. As was the case with WOCs, this list 
is intended as a fairly complete compilation of possible criteria. As a result, a given 
organization or enterprise might apply only a subset of these criteria for a given purchase 
decision.  
 

Table 8.3: Criteria for Evaluating ADCs 

Criterion 
Weight 

Wi 
Score for Solution “A” 

Ai 
Score for Solution “B” 

Bi 

Features    

Performance    

Scalability    

Transparency and Integration    

Solution Architecture    

Functional Integration    

Virtualization    

Security    

Application Availability    

Cost-Effectiveness    

Ease of Deployment and Management    

Business Intelligence    

Total Score  Σ WiAi Σ WiBi 
 

 
Each of the criteria is described below. 
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Features 
 
ADCs support a wide range of functionality including TCP optimization, HTTP 
multiplexing, caching, Web compression, image compression as well as bandwidth 
management and traffic shaping. When choosing an ADC, IT organizations obviously 
need to understand the features that it supports.   However, as this class of product 
continues to mature, the distinction between the features provided by competing products 
is lessening.  This means that when choosing an ADC, IT organizations should pay the 
most attention to the ability of the ADC to have all features turned on and still support the 
peak traffic load, because this is what determines the ability of the ADC to cost effectively 
support exponential traffic growth.  In order to support the peak traffic load with all 
features turned on, the ADC should perform the most computationally intensive tasks, 
such as TCP offload, in hardware that is itself purpose-built for the task. 
 
Performance 
 
Performance is an important criterion for any piece of networking equipment, but it is 
critical for a device such as an ADC, because data centers are central points of 
aggregation. As such, the ADC needs to be able to support the extremely high volumes 
of traffic transmitted to and from servers in data centers. 
 
A simple definition of performance is how many bits per second the device can support. 
While this is extremely important, in the case of ADCs other key measures of 
performance include how many Layer 4 connections can be supported as well as how 
many Layer 4 setups and teardowns can be supported. 
 
As is the case with WOCs, third party tests of a solution can be helpful. It is critical, 
however, to quantify the kind of performance gains that the solution will provide in the 
particular production application environment where it will be installed. As noted above, 
an important part of these trails is to identify any performance degradation that may occur 
as the full suite of desired features and functions are activated or as changes are made 
to the application mix within the data center. 
 
Transparency and Integration 
 
Transparency is an important criterion for any piece of networking equipment. However, 
unlike proprietary branch office optimization solutions, ADCs are standards based, and 
thus inclined to be more transparent than other classes of networking equipment.  That 
said, it is still very important to be able to deploy an ADC and not break anything such as 
routing, security, or QoS. The solution should also be as transparent as possible relative 
to both the existing server configurations and the existing security domains, and should 
not make troubleshooting any more difficult. 
 
The ADC also should be able to easily integrate with other components of the data 
center, such as the firewalls, and other appliances that may be deployed to provide 
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application services. In some data centers, it may be important to integrate the Layer 2 
and Layer 3 access switches with the ADC and firewalls so that all that application 
intelligence, application acceleration, application security, and server offloading are 
applied at a single point in the data center network. 
 
Scalability 
 
Scalability of an ADC solution implies the availability of a range of products that span the 
performance and cost requirements of a variety of data center environments. 
Performance requirements for accessing data center applications and data resources are 
usually characterized in terms of both the aggregate throughput of the ADC and the 
number of simultaneous application sessions that can be supported. A related 
consideration is how device performance is affected as additional functionality is enabled.  
 
Solution Architecture 
 
Taken together, scalability and solution architecture identify the ability of the solution to 
support a range of implementations and to extend to support additional functionality. In 
particular, if the organization intends the ADC to support additional optimization 
functionality over time, it is important to determine if the hardware and software 
architecture can support new functionality without an unacceptable loss of performance 
and without unacceptable downtime. 
 
Functional Integration 
 
Many data center environments have begun programs to reduce overall complexity by 
consolidating both the servers and the network infrastructure. An ADC solution can 
contribute significantly to network consolidation by supporting a wide range of 
application-aware functions that transcend basic server load balancing and content 
switching. Extensive functional integration reduces the complexity of the network by 
minimizing the number of separate boxes and user interfaces that must be navigated by 
data center managers and administrators. Reduced complexity generally translates to 
lower TCO and higher availability. 
 
Virtualization 
 
Virtualization has become a key technology for realizing data center consolidation and its 
related benefits. The degree of integration of an ADC‘s configuration management 
capabilities with the rest of the solution for managing the virtualized environment may be 
an important selection criterion. For example, it is important to know how the ADC 
interfaces with the management system of whatever hypervisors that the IT organization 
currently supports, or expects to support in the near term.  It is also important to know 
how the ADC supports the creation and movement of VMs within a dynamic production 
environment. 
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Section 4 (Virtualization) described one way of virtualizing an ADC.  ADCs can also be 
virtualized by partitioning a single physical ADC into a number of logical ADCs or ADC 
contexts. Each logical ADC can be configured individually to meet the server-load 
balancing, acceleration, and security requirements of a single application or a cluster of 
applications.  
 
Security 
 
The ADC must be compatible with the current security environment, while also allowing 
the configuration of application-specific security features that complement general 
purpose security measures, such as firewalls and IDS and IPS appliances. In addition, 
the solution itself must not create any additional security vulnerabilities.  Security 
functionality that IT organizations should look for in an ADC includes protection against 
denial of service attacks, integrated intrusion protection, protection against SSL attacks 
and sophisticated reporting. 
 
Application Availability 
 
The availability of enterprise applications is typically a very high priority. Since the ADC is 
in line with the Web servers and other application servers, a traditional approach to 
defining application availability is to make sure that the ADC is capable of supporting 
redundant, high availability configurations that feature automated fail-over among the 
redundant devices. While this is clearly important, there are other dimensions to 
application availability. For example, an architecture that enables scalability through the 
use of software license upgrades tends to minimize the application downtime that is 
associated with hardware-centric capacity upgrades. 
 
Cost Effectiveness 
 
This criterion is related to scalability. In particular, it is important not only to understand 
what the initial solution costs, it is also important to understand how the cost of the 
solution changes as the scope and scale of the deployment increases. 
 
Ease of Deployment and Management 
 
As with any component of the network or the data center, an ADC solution should be 
relatively easy to deploy and manage. It should also be relatively easy to deploy and 
manage new applications -- so ease of configuration management is a particularly 
important consideration where a wide diversity of applications is supported by the data 
center.  
 
Business Intelligence 
 
In addition to traditional network functionality, some ADCs also provide data that can be 
used to provide business level functionality.  In particular, data gathered by an ADC can 
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feed security information and event monitoring, fraud management, business intelligence, 
business process management and Web analytics. 

9.0 Managed Service Providers 
 

Driven by factors such as virtualization and cloud computing, IT organizations are under 
increasing pressure to ensure acceptable performance for networked applications.   
Many IT organizations are responding to this challenge by enhancing their understanding 
of application performance issues and then implementing their own application delivery 
solutions based in part on the products discussed in the preceding chapter. Other IT 
organizations prefer to outsource all or part of application delivery to a Managed Service 
Provider (MSP).  

Benefits of Using an MSP 

 
There is a wide range of potential benefits that may be gained from outsourcing to an 
Application Delivery MSP (ADMSP), including: 
 
Reduce Capital Expenditure  
 
In cases where the ADMSP provides the equipment as CPE bundled with the service, the 
need for capital expenditure to deploy application optimization solutions can be avoided.  
 
Lower the Total Cost of Ownership (TCO)  
 
In addition to reducing capital expenditure, managed application delivery services can 
also reduce operational expense (OPEX) related to technical training of existing 
employees in application optimization or hiring of additional personnel with this expertise. 
In terms of OPEX, the customer of managed services can also benefit from the lower 
cost structure of ADMSP operations, which can leverage economies of scale by 
supplying the same type of service to numerous customers.  
 
Leverage the MSP’s Management Processes  
 
The ADMSP should also be able to leverage sophisticated processes in all phases of 
application delivery, including application assessment, planning, optimization, 
management, and control. In particular, the ADMSP‘s scale of operations justifies their 
investment in highly automated management tools and more sophisticated management 
processes that can greatly enhance the productivity of operational staff. The efficiency of 
all these processes can further reduce the OPEX cost component underlying the service.  
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Leverage the MSP’s Expertise  
 
In most cases, ADMSPs will have broader and deeper application-oriented technical 
expertise than an enterprise IT organization can afford to accumulate. This higher level of 
expertise can result in full exploitation of all available technologies and optimal service 
implementations and configurations that can increase performance, improve reliability, 
and further reduce TCO.  
 
The ability to be able to leverage the MSP‘s expertise is a factor that could cause an IT 
organization to use an MSP for a variety of services.  This criterion, however, is 
particularly important in the case of application delivery because the typical IT 
organization does not have personnel who have a thorough understanding of both 
applications and networks, as well as the interaction between them.  
 
Leverage the MSP’s Technology  
 
Because of economies of scale, ADMSP facilities can take full advantage of the most 
advanced technologies in building their facilities to support service delivery. This allows 
the customer of managed application delivery services to gain the benefits of 
technologies and facilities that are beyond the reach of the typical IT budget. 
 
Timely Deployment of Technology  
 
Incorporating a complex application delivery solution in the enterprise network can be 
quite time consuming, especially where a significant amount of training or hiring is 
required. In contrast, with a managed service, the learning curve is essentially eliminated, 
allowing the solution to be deployed in a much more timely fashion. 
 
Better Strategic Focus  
 
The availability of managed application delivery services can free up enterprise IT staff 
facilitating the strategic alignment of in-house IT resources with the enterprise business 
objectives. For example, in-house IT can focus on a smaller set of technologies and in-
house services that are deemed to be of greater strategic value to the business.  
 
Enhanced Flexibility  
 
Managed application delivery services also provide a degree of flexibility that allows the 
enterprise to adapt rapidly to changes in the business environment resulting from 
competition or mergers/acquisitions. In addition, with an ADMSP, the enterprise may be 
able to avoid being locked in to a particular equipment vendor due to large sunk costs in 
expertise and equipment. 
 



2010 Handbook of Application Delivery 

 

 
State-of-the-Market Report 

 

July 2010  Page 83  

Different Types of Managed Application Delivery Services 

 
There are two primary categories of managed application delivery service environments:  
 

1. Site-based services comprised of managed WOCs and/or ADCs installed at 
participating enterprise sites 
 

2. Internet-based services that deal with acceleration of applications (e.g, web 
access and SSL VPN access) that traverse the Internet 
  

Site-based Services 
These services are usually based on the deployment of managed WOCs at the 
central data center and at each remote site participating in the application 
optimization project, as illustrated in Figure 9.1. The WAN depicted in the figure is 
typically a private leased line network or a VPN based on Frame Relay, ATM or 
MPLS. The application optimization service may be offered as an optional add-on 
to a WAN service or as a standalone service that can run over WAN services 
provided by a third party. Where the application delivery service is bundled with a 
managed router and WAN service, both the WOC and the WAN router would be 
deployed and managed by the same MSP. The ADC shown in the figure is 
performing firewall, load balancing, and similar functions that may or may not be 
included in the MSP offering. Site-based services are generally based on MSP 
deployment of WOCs and/or ADCs that were described in detail in Chapter 8. 

 

Figure 9.1: Site-Based Application Delivery Services 

 
Internet-based Services 
An increasing amount of enterprise WAN traffic is traversing the Internet. This is 
due to the attractiveness of the Internet as a lower cost alternative to WAN 
services such as Frame Relay and MPLS, and to the fact that for some of the 
enterprise‘s user constituencies (e.g., customers, suppliers, distributors) the 
Internet is the only viable WAN connectivity option. As the boundaries of the 
typical enterprise continue to be blurred due to a increasingly diverse user 
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community, as well as the adoption of new distributed application architectures 
(e.g., Web-enabled applications and business processes, SOA/Web Services, 
Cloud Computing) that often traverse multiple enterprises, enterprise usage of the 
Internet for WAN connectivity is expected to continue to expand. 

 
Over the last few years that IT organizations have focused on application delivery, the 
vast majority of that focus has been on either making some improvements within the data 
center or on improving the performance of applications that are delivered to branch office 
employees over private WAN services35.   
 
A comprehensive strategy for optimizing application delivery needs to address 
both optimization over the Internet and optimization over private WAN services.   
 
Optimizing the delivery of applications that transit the Internet requires that flows be 
optimized within the Internet itself.  This in turn requires subscription to an Application 
Delivery Service (ADS) offered by an MSP. Internet-based services are based primarily 
on proprietary application acceleration and WAN optimization servers located at MSP 
points of presence (PoPs) distributed across the Internet and do not require that remote 
sites accessing the services have any special hardware or software installed.  
 
The benefits of these services include complete transparency to both the application 
infrastructure and the end-users.  This transparency ensures the compatibility of the ADS 
with complementary application acceleration technologies provided by WOCs or ADCs 
deployed in the data center or at remote sites.  ADSs are available for optimizing all IP-
based applications as well as Web applications and these ADSs provide the visibility into 
the Internet traffic that is comparable to the visibility most IT organizations have relative 
to the traffic that transits private WAN services.  

The Limitations of the Internet 

 
When comparing the Internet with private WAN services, the primary advantages of the 
private WAN services are better control over latency and packet loss, as well as better 
isolation of the enterprise traffic and of the enterprise internal network from security 
threats.  As will be discussed in this section, the limitations of the Internet result in 
performance problems.  These performance problems impact all applications, including 
bulk file transfer applications as well as delay sensitive applications such as Voice over 
IP (VoIP), video conferencing and telepresence. 
 
The primary reason for the limitation of the Internet is that as pointed out by Wikipedia36, 
the Internet ―Is a ‗network of networks‘ that consists of millions of private and public, 
academic, business, and government networks of local to global scope.‖  In the case of 
the Internet, the only service providers that get paid to carry Internet traffic are the 

                                                 
35

 Private WAN services refers to services such as private lines, Frame Relay, ATM and MPLS. 
36

 http://en.wikipedia.org/wiki/Internet 
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providers of the first and last mile services.  All of the service providers that carry traffic 
between the first and last mile do so without compensation.  One of the affects of this 
business model is that there tends to be availability and performance bottlenecks at the 
peering points.  Another affect is that since there is not a single, end-to-end provider, 
service level agreements (SLAs) for the availability and performance of the Internet are 
not available. 
 
As noted, the primary source of packet loss within the Internet occurs at the peering 
points.  Packet loss also occurs when router ports become congested.  In either case, 
when a packet is dropped, TCP-based applications (including most critical enterprise 
data applications) behave as good network citizens, reacting to a lost packet by reducing 
offered load through halving the transmission window size and then following a slow start 
procedure of gradually increasing the window size in a linear fashion until the maximum 
window size is reached or another packet is dropped and the window is halved again.  
 
With UDP-based applications, such as VoIP, Videoconferencing, and streaming video, 
there is no congestion control mechanism triggered by packet loss.  As a result, the end 
systems continue to transmit at the same rate regardless of the number of lost packets. 
In the Internet, the enterprise subscriber has no control of the amount of UDP-based 
traffic flowing over links that are also carrying critical TCP application traffic.  As a result, 
the enterprise subscriber cannot avoid circumstances where the aggregate traffic 
consumes excessive bandwidth which increases the latency and packet loss for TCP 
applications.  
 
Another aspect of the Internet that can contribute to increased latency and packet loss is 
the use of the BGP routing protocol for routing traffic among Autonomous Domains 
(ADs). When choosing a route, BGP strives to minimize the number of hops between the 
origin and the destination networks. Unfortunately, BGP does not strive to choose a route 
with the optimal performance characteristics; i.e., the lowest delay or lowest packet loss. 
Given the dynamic nature of the Internet, a particular network link or peering point router 
can go through periods exhibiting severe delay and/or packet loss. As a result, the route 
that has the fewest hops is not necessarily the route that has the best performance. 
 
Virtually all IT organizations have concerns regarding security intrusions via the Internet 
and hence have decided to protect enterprise private networks and data centers with 
firewalls and other devices that that can detect and isolate spurious traffic.  At the 
application level, extra security is provided by securing application sessions and 
transactions using SSL authentication and encryption.  As previously noted, processing 
of SSL session traffic is very compute-intensive and this has the affect of reducing the 
number of sessions that a given server can terminate. SSL processing can also add to 
the session latency even when appliances that can provide hardware-acceleration of SSL 
are deployed. 
 
TCP has a number of characteristics that can cause the protocol to perform poorly when 
run over a lossy, high latency network.  One of these characteristics is TCP‘s 
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retransmission timeout. This parameter controls how long the transmitting device waits 
for an acknowledgement from the receiving device before assuming that the packets 
were lost and need to be retransmitted. If this parameter is set too high, it introduces 
needless delay as the transmitting device sits idle waiting for the timeout to occur. 
Conversely, if the parameter is set too low, it can increase the congestion that was the 
likely cause of the timeout occurring. 
 
Another important TCP parameter is the previously mentioned TCP slow start algorithm. 
The slow start algorithm is part of the TCP congestion control strategy and it calls for the 
initial data transfer between two communicating devices to be severely constrained. The 
algorithm calls for the data transfer rate to increase linearly if there are no problems with 
the communications. When a packet is lost, however, the transmission rate is cut in half 
each time a packet loss is encountered. 
 
The affect of packet loss on TCP was discussed in section 8.  That section presented a 
formula to provide insight into the maximum TCP throughput on a single session when 
there is packet loss.  That formula is: 
 

Throughput <= (MSS/RTT)*(1 / sqrt{p}) 
 

where:  
 
MSS: maximum segment size  
RTT:  round trip time 
p: packet loss rate. 
 
TCP throughput on a single session decreases as either the round trip time or the 
packet loss increases. 
 
Figure 9.2 demonstrates the impact of delay and packet loss on TCP throughput given 
an MSS of 1,460 bytes.   The data in Figure 9.2 is normalized relative to an RTT of 100 
ms. and packet loss of 0.5%. These values for RTT and p will be referred to as The 
Normalized Parameters.  The statement that the data in Figure 9.2 is normalized means 
that the maximum TCP throughput with The Normalized Parameters is 1.0.  It also means 
that the maximum TCP throughput for other values of RTT and p are depicted in the 
graph relative to the maximum TCP throughput for The Normalized Parameters.  
 
For example, if the packet loss increases from 0.5% to 1.0%, then the normalized TCP 
throughput drops to approximately 0.7.  This means that the maximum TCP throughput is 
reduced by 30%.  Since the maximum TCP throughput with The Normalized Parameters 
is 1.65 Mbps, this results in a maximum TCP throughput of 1.15 Mbps. 
 
If the packet loss were to increase to 2.0%, the maximum TCP throughput is reduced by 
approximately 50%.   Analogously, if the packet loss stays fixed at 0.5%, but the RTT 
increases to 200 ms. then the maximum TCP throughput is also reduced by 
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approximately 50%.  In both cases, the maximum TCP throughput is roughly 0.83 Mbps 
independent of the size of the WAN link. 
 

Figure 9.2:  Impact of Delay and Packet Loss on TCP Throughput 
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Internet-Based Application Delivery Optimization 

 
The traditional classes of application delivery solutions (e.g., ADC, WOC) that were 
described in Chapter 8 were designed to address application performance issues at both 
the client and server endpoints. These solutions make the assumption that performance 
characteristics within the WAN itself are not optimizable because they are determined by 
the relatively static service parameters controlled by the WAN service provider. This 
assumption is reasonable in the case of private WAN services. However, this assumption 
does not apply to enterprise application traffic that transits the Internet because there are 
significant opportunities to optimize performance within the Internet itself based on 
Application Delivery Services (ADSs). An ADS leverages service provider resources that 
are distributed throughout the Internet in order to optimize the performance, security, 
reliability, and visibility of the enterprise‘s Internet traffic. As shown in Figure 9.3, all client 
requests to the application‘s origin server in the data center are redirected via DNS to an 
ADS server in a nearby point of presence (PoP). This edge server then optimizes the 
traffic flow to the ADS server closest to the data center‘s origin server. 



2010 Handbook of Application Delivery 

 

 
State-of-the-Market Report 

 

July 2010  Page 88  

 

Figure 9.3: The Internet Infrastructure for an ADS 

 
 
The servers at the ADS provider‘s PoPs perform a variety of optimization functions that 
generally complement the traditional application delivery solutions rather than overlap or 
compete with them. Some of the ADS functions include: 
 
Route Optimization 
Route optimization is a technique for circumventing the limitations of BGP by dynamically 
optimizing the round trip time between each end user and the application server. A route 
optimization solution leverages the intelligence of the ADS servers throughout the PoPs 
to measure the performance of multiple paths through the Internet and chooses the 
optimum path from origin to destination. The selected route factors in the degree of 
congestion, traffic load, and availability on each potential path to provide the lowest 
possible latency and packet loss for each user session.   

Transport Optimization 

TCP performance can be optimized by setting retransmission timeout and slow start 
parameters dynamically based on the characteristics of the network such as the speed of 
the links and the distance between the transmitting and receiving devices. TCP 
optimization can be implemented either asymmetrically (typically by an ADC) or 
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symmetrically over a private WAN service between two WOCs, or within the Internet 
cloud by a pair of ADS servers in the ingress and egress PoPs. The edge ADS servers 
can also apply asymmetrical TCP optimization to the transport between the subscriber 
sites and the ADS PoPs.  It should be noted that because of its ability to optimize based 
on real time network parameters, symmetrical optimization is considerably more effective 
than is asymmetrical optimization. 
 
Another approach to transport optimization is to replace TCP with a higher performing 
transport protocol for the traffic flowing over the Internet between in the ingress and 
egress ADS servers. By controlling both ends of the long-haul Internet connection with 
symmetric ADS servers, a high performance transport protocol can eliminate most of the 
inefficiencies associated with TCP, including the three-way handshake for connection 
setup and teardown, the slow start algorithm, and re-transmission timer issues.  For 
subscriber traffic flowing between ADS servers, additional techniques are available to 
reduce packet loss, including forward error correction and packet replication. 
 
There is a strong synergy between route optimization and transport optimization because 
both an optimized version of TCP or a higher performance transport protocols will 
operate more efficiently over route-optimized paths that exhibit lower latency and packet 
loss.   

 
HTTP Protocol Optimization 
HTTP inefficiencies can be eliminated by techniques such as compression and caching 
at the edge ADS server with the cache performing intelligent pre-fetching from the origin. 
With pre-fetching, the ADS edge server parses HTML pages and brings dynamic content 
into the cache. When there is a cache hit on pre-fetched content, response time can be 
nearly instantaneous. With the caches located in nearby ADS PoPs, multiple users can 
leverage the same frequently accessed information.  
 
Content Offload 
Static content can be offloaded out of the data-center to caches in ADS servers and 
through persistent, replicated in-cloud storage facilities. Offloading content and storage to 
the Internet cloud reduces both server utilization and the bandwidth utilization of data 
center access links, significantly enhancing the scalability of the data center without 
requiring more servers, storage, and network bandwidth. ADS content offload 
complements ADC functionality to further enhance the scalability of the data center.  
 
Security 
The ADS servers can also be used to move the outer limits of the enterprise security 
perimeter from the data center into the cloud. Security services in the cloud can provide 
firewall-like traffic screening with Level 3-7 intelligence for access control, filtering, and 
validity checking that can keep malicious traffic outside of the data-center.  The extra 
layer of security can also isolate the data center from DDoS attacks. 
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Availability 
Dynamic route optimization technology can improve the effective availability of the 
Internet itself by ensuring that viable routes are found to circumvent outages, peering 
issues or congestion.   For users accessing applications over the Internet, availability of 
the cloud is just as important as the availability of data center resources. 
 
Visibility 
Intelligence within the ADS servers can also be leveraged to provide extensive 
monitoring, configuration control and SLA monitoring of a subscriber‘s application with 
performance metrics, analysis, and alerts made visible to the subscriber via a Web portal. 

Web Application Firewall Services 

 
As described in section 3, one of the characteristics of the Application Delivery 2.0 era is 
the shifting emphasis and growing sophistication of cyber crime. 
 
Role of a Traditional Firewall:  Protect the Perimeter 
 
Roughly twenty years ago IT organizations began to implement the first generation of 
network firewalls, which were referred to as packet filters.  These devices were placed at 
the perimeter of the organization with the hope that they would prevent malicious 
activities from causing harm to the organization. 
 
Today most network firewalls are based on stateful inspection.  A stateful firewall holds in 
memory attributes of each connection. These attributes include such details as the IP 
addresses and ports involved in the connection and the sequence numbers of the 
packets traversing the connection.  One of the weaknesses associated with network 
firewalls is that they are typically configured to open up ports 80 and 443 in order to allow 
passage of all HTTP and SSL traffic.  Given that ports 80 and 443 are generally 
configured to be open, this form of perimeter defense is porous at best. 
 
Whereas network firewalls are focused on parameters such as IP address and port 
numbers, a more recent class of firewall, referred to as a Web application firewall, 
analyzes messages at layer 7 of the OSI model.  Web application firewalls are typically 
deployed as a hardware appliance and they sit behind the network firewall and in front of 
the Web servers.  They look for violations in the organization‘s established security 
policy.  For example, the firewall may look for abnormal behavior, or signs of a known 
attack.  It may also be configured to block specified content, such as certain websites or 
attempts to exploit known security vulnerabilities.  Because of their ability to perform deep 
packet inspection at layer 7 of the OSI model, a Web application firewall provides a level 
of security that cannot be provided by a network firewall.  Web application firewalls will be 
discussed in detail in section 11. 
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Defense in Depth:  The Role of a Web Application Firewall Service  
 
There are fundamental flaws with an approach to security that focuses only on the 
perimeter of the organization.  To overcome these flaws, most IT organizations have 
moved to an approach to security that is typically referred to as defense in depth.  The 
concept of defense in depth is not new.  This approach was widely used during the 
Application Delivery 1.0 era as IT organizations often deployed multiple layers of security 
functionality including virus scanning, authentication, firewalls, intrusion detection 
systems and intrusion protection systems.  In the Application Delivery 1.0 era, however, 
all of the layers of security functionality were typically deployed onsite.  What is new in 
the Application Delivery 2.0 era is the deployment of a layer of security, such as a Web 
application firewall service, that is distributed throughout the Internet so that it is close to 
the source of security attacks and hence can prevent many security attacks from 
reaching the organization.  The distribution of security functionality on the part of a Web 
application firewall service is analogous to the distribution of optimization functionality on 
the part of an application delivery service that was discussed in the preceding subsection.   
 
As described in section 3, in the current environment DDoS attacks can generate 50 
Gbps of traffic.   Attacks of this magnitude cannot be prevented by onsite solutions.  They 
can, however, be prevented by implementing security functionality such as a Web 
application firewall service that identifies and mitigates the DDoS-related traffic close to 
attack traffic origin.   
 
There is a wide range of ways that a DDoS attack can cause harm to an organization in a 
number of ways, including the: 
 

 Consumption of computational resources, such as bandwidth, disk space, or 
processor time. 

 Disruption of configuration information, such as routing information. 

 Disruption of state information, such as the unsolicited resetting of TCP sessions. 

 Disruption of physical network components. 

 Obstructing the communication media between the intended users and the victim 
so that they can no longer communicate adequately. 

 
Because there are a variety of possible DDoS attacks, IT organizations need to 
implement a variety of defense in depth techniques.  This includes: 
 

 Minimizing the points of vulnerability 
If an organization has most or all of its important assets in a small number of 
locations, this makes the organization more vulnerable to successfully being 
attacked as the attacker has fewer sites on which to concentrate their attack.   
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 Protecting DNS 
Many IT organizations implement just two or three DNS servers.  As such, DNS is 
an example of what was discussed in the preceding bullet – how IT organization 
are vulnerable because their key assets are located in a small number of 
locations.   

 

 Implementing robust, multi-tiered failover 
Many IT organizations have implemented disaster recovery plans that call for there 
to be a stand-by data center that can support at least some of the organization‘s 
key applications if the primary data center fails.  Distributing this functionality 
around a global network increases overall availability in general, and dramatically 
reduces the chance of an outage due to a DDoS attack in particular.   

 
In order to be effective, a Web application firewall service needs to be deployed as 
broadly as possible, preferably in tens of thousands of locations.  When 
responding to an attack, a Web application firewall service must also be able to: 

 

 Block or redirect requests based on characteristics such as the originating 
geographic location and whether or not the originating IP addresses are on either 
a whitelist or a blacklist. 

 Direct traffic away from specific servers or regions under attack. 

 Issue slow responses to the machines conducting the attack.  The goal of this 
technique, known as tarpits37, is to shut down the attacking machines while 
minimizing the impact on legitimate users. 

 Direct the attack traffic back to the requesting machine at the DNS or HTTP level. 
 
An ADC that supports Web application firewall functionality is complimentary to an ADS 
that supports a Web application firewall service.  That follows because while a Web 
application firewall service can perform many security functions that cannot be performed 
by a Web application firewall, there are some security functions that are best performed 
by a Web application firewall.  An example of that is protecting an organization against 
information leakage by having an onsite Web application firewall perform deep packet 
inspection to detect if sensitive data such as a social security number or a credit card 
number is leaving the site.  If sensitive data is leaving the site, the onsite Web application 
firewall, in conjunction with other security devices, can determine if that is authorized and 
if it is not, prevent the data from leaving the site.  

MSP Selection Criterion 

 
The beginning of this Chapter listed a number of benefits that an IT organization may 
gain from using an MSP for application delivery.  These benefits are criteria that IT 
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organizations can use as part of their evaluation of ADMSPs.  For example, IT 
organizations should evaluate the degree to which using a particular ADMSP would allow 
them to lower their total cost of ownership or leverage that ADMSP‘s management 
processes. 
 
Independent of whether an IT organization is evaluating a site-based service or an 
Internet-based service, they should consider the following criteria: 
 

 Is the MSP offering a turnkey solution with simple pricing? 

 Does the MSP provide network and application performance monitoring? 

 Does the MSP provide a simple to understand management dashboard? 

 What functionality does the MSP have to troubleshoot problems in both a 
proactive and a reactive fashion? 

 What professional services (i.e., assessment, design and planning, performance 
analysis and optimization, implementation) are available? 

 What technologies are included as part of the service? 

 What is the impact of these technologies on network and application performance? 

 Does the MSP offer application level SLAs?  Are they acceptable? 

 What is the scope of the service?  Does it include application management?  
Server management? 

 Is it possible to deploy a site-based application delivery service and not deploy 
WAN services from the same supplier? 

10.0 Management 
 
Application performance management (APM) is a relatively new management discipline.  
The newness of APM is attested to by the fact that ITIL has yet to create a framework for 
APM.  Successful APM requires a holistic approach based on integrated management of 
both the application itself as well as the end-to-end IT infrastructure.  This approach must 
focus on the experience of the end user of the application or service and must address 
most, if not all, of the following aspects of management: 
 

 (As previously discussed) The adoption of a system of service level agreements 
(SLAs) at levels that ensure effective business processes and user satisfaction.  

 End-to-end monitoring of all end user transactions. Monitoring actual user 
transactions in production environments provides valuable insight into the end-
user experience and provide the basis for the ability to quickly identify, prioritize, 
triage, and resolve problems that can affect business processes.  

 Automatic discovery of all the elements in the IT infrastructure that support each 
service. This provides the basis for the ability to create two-way mappings 
between the services and the supporting infrastructure components. These 
mappings, combined with event correlation and visualization, can facilitate root 
cause analysis, significantly reducing mean-time-to-repair.  
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 With service-infrastructure mappings, monitoring can be extended to identify when 
services are about to begin to degrade because of problems in the infrastructure. 
As part of this monitoring, predictive techniques such as heuristic-based trending 
of software issues and infrastructure key performance indicators can be employed 
to identify and alert management of problems before they impact end users.  

 Outages and other incidents that generate alerts can be prioritized based on 
potential business impact. Prioritization can be based on a number of factors, 
including: the affected business process and its value to the enterprise, the identity 
and number of users affected, and the severity of the issue. 

 Triage and root cause analysis can be applied at the application and infrastructure 
levels. When applied directly to applications, triage and root cause analysis can 
identify application issues such as the depletion of threads and pooled resources, 
memory leaks or internal failures within a Java server or .NET server. At the 
infrastructure level, root cause analysis can determine the subsystem within the 
component that is causing the problem.   

 Automated generation of performance dashboards and historical reports allows 
both IT and business managers to gain insight into SLA compliance and 
performance trends. These insights can be applied to further enhancements in IT 
support for business processes, capacity planning, and the adoption of new 
technologies that can further improve the optimization, control, and management 
of service performance. 

 
Below is a discussion of some of the factors that complicate and/or enable IT 
organizations to perform the tasks listed above. 

The Port 80 Black Hole 

 
As noted above, identifying the applications running on a network is a critical part of 
managing application performance. Unfortunately, there are many applications whose 
behavior makes this a difficult task; in particular, those that use port hopping to avoid 
detection (see below).  
 
In IP networks, TCP and UDP ports are endpoints to logical connections and provide the 
multiplexing mechanism to allow multiple applications to share a single connection to the 
IP network. Port numbers range from 0 to 65535.  As described in the IANA (Internet 
Assigned Numbers Authority) Port Number document (www.iana.org/assignments/port-
numbers), the ports that are numbered from 0 to 1023 are reserved for privileged system-
level services and are designated as well-known ports. A well-known port serves as a 
contact point for a client to access a particular service over the network.  As was 
previously noted, port 80 is the well-known port for HTTP data exchange and port 443 is 
the well-known port for secure HTTP exchanges via HTTPS. 
 
Because servers listen to port 80 expecting to receive data from Web clients, a firewall 
can‘t block port 80 without eliminating much of the traffic on which a business may 

http://www.webopedia.com/quick_ref/UDP.html
http://www.webopedia.com/quick_ref/logical.html
http://www.iana.org/assignments/port-numbers
http://www.iana.org/assignments/port-numbers
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depend. Taking advantage of this fact, many applications will port-hop to port 80 when 
their normally assigned ports are blocked by a firewall. This behavior creates what is 
referred to as the port 80 black hole.   

 
Lack of visibility into the traffic that transits port 80 is a major 
vulnerability for IT organizations. 

 
The port 80 black hole can have four primary effects on an IT organizations and the 
business it serves:  
 

 Increased vulnerability to security breaches 

 Increased difficulty in complying with government and industry regulations 

 Increased vulnerability to charges of copyright violation 

 Increased difficulty in managing the performance of key business-critical, time-
sensitive applications 

 
Port Hopping  

 
Two applications that often use port hopping are instant messaging (IM) and peer-to-peer 
(P2P) applications such as Skype. 
 
Instant Messaging 
An example of a port-hopping instant messaging client is AOL‘s Instant Messenger (AIM).  
AOL has been assigned ports 5190 through 5193 for its Internet traffic, and AIM is 
typically configured to use these ports.  If these ports are blocked, however, AIM will use 
port 80.  As a result, network managers might well think that by blocking ports 5190 – 
5193 they are blocking the use of AIM when in reality they are not.  
 
The point of discussing AIM is not to state whether or not a company should block AIM 
traffic.  That is a policy decision that needs to be made by the management of the 
company.  Some of the reasons why a company might choose to block AIM include 
security and compliance.  AIM can present a security risk because it is an increasingly 
popular vector for virus and worm transmission.  As for compliance, a good example is 
the requirement by the Securities and Exchange Commission that all stock brokers keep 
complete records of all communications with clients. This requires that phone calls be 
recorded, and both email and IM archived.  However, if AIM traffic is flowing through port 
80 along with lots of other traffic, most network organizations will not even be aware of its 
existence. 
 
Peer-to-Peer Networks and Skype 
A peer-to-peer computer network leverages the connectivity between the participants in a 
network.  Unlike a typical client-server network where communication is typically to and 
from a central server along fixed connections, P2P nodes are generally connected via ad 
hoc connections. Such networks are useful for many purposes, including file sharing and 
IP telephony. 

http://en.wikipedia.org/wiki/Client-server
http://en.wiktionary.org/wiki/ad_hoc
http://en.wiktionary.org/wiki/ad_hoc
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Skype is a peer-to-peer based IP telephony and IP video service developed by Skype 
Technologies SA.  The founders of Skype Technologies SA are the same people who 
developed the file sharing application Kazaa.  Many IT organizations attempt to block 
peer-to-peer networks because they have been associated with distributing content in 
violation of copyright laws, and are often easy targets for security breaches. 
 
Many peer-to-peer applications, including Skype, change the port that they use each time 
they start. Consequently, there is no standard Skype port like there is a standard SIP port 
or a standard SMTP port. In addition, Skype is particularly adept at port-hopping with the 
aim of traversing enterprise firewalls. Once inside the firewall, it then intentionally 
connects to other Skype clients. If one of those clients happens to be infected, then the 
machines that connect to it can be infected with no protection from the firewall. Moreover, 
because Skype has the ability to port-hop, it is much harder to detect anomalous 
behavior or configure network security devices to block the spread of the infection. 
 
FIX-Based Applications 
Another component of the port 80 black hole is the existence of applications designed to 
use port 80 but which require more careful management than the typical port 80 traffic.  A 
good example of this is virtually any application based on the Financial Information 
eXchange (‗FIX‘) protocol.  The FIX protocol is a series of messaging specifications for 
the electronic communication of trade-related messages. Since its inception in 1992 as a 
bilateral communications framework for equity trading between Fidelity Investments and 
Salomon Brothers, FIX has become the de-facto messaging standard for pre-trade and 
trade communications globally within equity markets, and is now experiencing rapid 
expansion into the post-trade space, supporting Straight-Through-Processing (STP) from 
Indication-of-Interest (IOI) to Allocations and Confirmations.   

End-to-End Visibility 

 
The IT industry uses the phrase end-to-end visibility in various ways.  Given that one of 
this handbook‘s major themes is that IT organizations need to implement an application-
delivery function that focuses directly on applications and not on the individual 
components of the IT infrastructure, this handbook will use the following definition of end-
to-end visibility: 

 
End-to-end visibility refers to the ability of the IT organization to 
examine every component of IT that impacts communications once 
users hit ENTER or click the mouse button when they receive a 
response from an application. 

 
End-to-end visibility is one of the cornerstones of assuring acceptable application 
performance.  End-to-end visibility is important because it: 
 

http://www.fixprotocol.org/specifications/


2010 Handbook of Application Delivery 

 

 
State-of-the-Market Report 

 

July 2010  Page 97  

 Provides the information that allows IT organizations to notice application 
performance degradation before the end user does.   

 Identifies the correct symptoms of the degradation and as a result enables the IT 
organization to reduce the amount of time it takes to remove the sources of the 
application degradation.   

 Facilitates making intelligent decisions and getting buy-in from other impacted 
groups. For example, end-to-end visibility provides the hard data that enables an 
IT organization to know that it needs to add bandwidth or redesign some of the 
components of the infrastructure because the volume of traffic associated with the 
company‘s sales order tracking application has increased dramatically.  It also 
positions the IT organization to curb recreational use of the network. 

 Allows the IT organization to measure the performance of critical applications 
before, during and after it makes changes. These changes could be infrastructure 
upgrades, configuration changes or the deployment of a new application. As a 
result, the IT organization is in a position both to determine if the change has had 
a negative impact and to isolate the source of the problem so it can fix the problem 
quickly. 

 Enables better cross-functional collaboration.  As previously discussed, having all 
members of the IT organization have access to the same set of tools that are 
detailed and accurate enough to identify the sources of application degradation 
facilitates cooperation.    

 
Providing detailed end-to-end visibility is difficult due to the complexity and heterogeneity 
of the typical enterprise network.  The typical enterprise network, for example, is 
comprised of switches and routers, access points, firewalls, ADCs, WOCs, intrusion 
detection and intrusion prevention appliances.  An end-to-end monitoring solution must 
profile traffic in a manner that reflects not only the physical network but also the logical 
flows of applications, and must be able to do this regardless of the vendors who supply 
the components or the physical topology of the network. 
 
As previously discussed, when implementing techniques to gain end-to-end visibility IT 
organizations have easy access to management data from both SNMP MIBs and from 
NetFlow. IT organizations also have the option of deploying either dedicated 
instrumentation or software agents to gain a more detailed view into the types of 
applications listed below.  An end-to-end visibility solution should be able to identify: 
 

 Well known applications; e.g. FTP, Telnet, Oracle, HTTPS and SSH. 

 Complex applications; e.g., SAP and XenApp. 

 Applications that are not based on IP; e.g., applications based on IPX or DECnet. 

 Custom or homegrown applications. 

 Web-based applications. 

 Multimedia applications. 
 



2010 Handbook of Application Delivery 

 

 
State-of-the-Market Report 

 

July 2010  Page 98  

Relative to choosing an end-to-end visibility solution, other selection criteria include the 
ability to:  

 

 Scale as the size of the network and the number of applications grows.  

 Provide visibility into virtual networks such as ATM PVCs and Frame Relay DLCIs. 

 Add minimum management traffic overhead. 

 Support granular data collection. 

 Capture performance data as well as events such as a fault. 

 Support a wide range of topologies both in the access, distribution and core 
components of the network as well as in the storage area networks. 

 Provide visibility into encrypted networks. 

 Support real-time and historical analysis. 

 Integrate with other management systems. 

 Support flexible aggregation of collected information. 

 Provide visibility into complex network configurations such as load-balanced or 
fault-tolerant, multi-channel links. 

 Support the monitoring of real-time traffic. 

 Generate and monitor synthetic transactions. 

Network and Application Alarming 

 
Static Alarms 

 
Historically, one of the ways that IT organizations have attempted to manage 
performance was by setting static threshold performance-based alarms.  The vast 
majority of IT organizations that set thresholds set them against WAN traffic utilization or 
some other network parameter.  Relatively few IT organizations have traditionally set 
thresholds against application-response time. 
 
Most IT organizations that set thresholds against WAN utilization use a rule of thumb that 
says network utilization should not exceed 70 or 80 percent.  Organizations that use this 
approach to managing network and application performance implicitly make two 
assumptions: 
 

 If the network is heavily utilized, the applications are performing poorly. 

 If the network is lightly utilized, the applications are performing well. 
 
The first assumption is often true, but not always. For example, if the company is 
primarily supporting email or bulk file transfer applications, heavy network utilization is 
unlikely to cause unacceptable application performance.  The second assumption is often 
false. It is quite possible to have the network operating at relatively low utilization levels 
and still have the application perform poorly.  An example of this is any application that 
uses a chatty protocol over the WAN.  
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Application management should focus directly on the characteristics of 
the business critical application and not just on factors that have the 
potential to influence generic application performance.  

 
The vast majority of IT organizations that set thresholds set them at a high water mark 
which has the affect of minimizing the number of alarms that the IT organization receives.  
While this approach makes sense operationally, it leads to an obvious conclusion: 

 
Most IT organizations ignore the majority of the performance alarms.   

Proactive Alarms 

 
Because the majority of IT organizations that implement static performance alarms set 
thresholds at the high water mark, this means that the use of static performance alarms is 
reactive.  In particular, problems are only identified once they have reached the point 
where they most likely impact users.   
 
The use of static performance alarms has two other limitations. One is that the use of 
these alarms can result in a lot of administrative overhead due to the effort required to 
initially configure the alarms, as well as the effort needed to keep up with tuning the 
settings in order to accommodate the constantly changing environment.  Another 
limitation of the use of these alarms is accuracy.  In particular, in many cases the use of 
static performance alarms can result in an unacceptable number of false positives and/or 
false negatives. 
 
Proactive alarming is sometimes referred to as network analytics. The goal of proactive 
alarming is to automatically identify and report on possible problems in real time so that 
organizations can eliminate them before they impact users. One key concept of proactive 
alarming is that it takes the previously defined concept of baselining and applies this 
concept to real-time operations. 
 
A proactive alarming solution needs to be able to baseline the network to identify normal 
patterns and then identify in real time a variety of types of changes in network traffic. For 
example, the solution must be able to identify a spike in traffic, where a spike is 
characterized by a change that is both brief and distinct. A proactive alarming solution 
must also be able to identify a significant shift in traffic as well as the longer-term drift.   
  
Some criteria organizations can use to select a proactive alarming solution include that 
the solution should: 
 

 Operate off real-time feeds of performance metrics. 

 Not require any threshold definitions. 

 Integrate with any event console or enterprise-management platform. 

 Self-learn normal behavior patterns, including hourly and daily variations based on 
the normal course of user community activities. 
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 Recognize spike, shift and drift conditions. 

 Discriminate between individual applications and users. 

 Discriminate between physical and virtual network elements. 

 Collect and present supporting diagnostic data along with alarm. 

 Eliminate both false positive and false negative alarms. 

Route Analytics 

 
Section 7 discussed the use of route analytics for planning.  This section of the handbook 
will expand on the use of route analytics for operations.   
 
One of the many strengths of the Internet Protocol (IP) is its distributed intelligence.  For 
example, routers exchange reachability information with each other via a routing protocol 
such as OSPF (Open Shortest Path First).  Based on this information, each router makes 
its own decision about how to forward a packet.  This distributed intelligence is both a 
strength and a weakness of IP.  In particular, while each router makes its own forwarding 
decision, there is no single repository of routing information in the network. 
 
The lack of a single repository of routing information is an issue because routing tables 
are automatically updated and the path that traffic takes to go from point A to point B may 
change on a regular basis.  These changes may be precipitated by a manual process 
such as adding a router to the network, the mis-configuration of a router or by an 
automated process such as automatically routing around a failure.  In this latter case, the 
rate of change might be particularly difficult to diagnose if there is an intermittent problem 
causing a flurry of routing changes typically referred to as route flapping.  Among the 
many problems created by route flapping is that it consumes a lot of the processing 
power of the routers and hence degrades their performance.  
 
The variability of how the network delivers application traffic across its multiple paths over 
time can undermine the fundamental assumptions that organizations count on to support 
many other aspects of application delivery.  For example, routing instabilities can cause 
packet loss, latency, and jitter on otherwise properly configured networks.  In addition, 
alternative paths might not be properly configured for QoS.  As a result, applications 
perform poorly after a failure.  Most importantly, configuration errors that occur during 
routine network changes can cause a wide range of problems that impact application 
delivery.  These configuration errors can be detected if planned network changes can be 
simulated against the production network. 
 
Factors such as route flapping can be classified as logical as compared to a device 
specific factor such as a link outage.  However, both logical and device-specific factors 
impact application performance.  In simple networks logical factors are typically not a 
significant source of application degradation.  However, in large complex networks: 
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Logical factors are almost as frequent a source of application performance 
and availability issues as are device-specific factors. 

 
SNMP-based management systems can discover and display the individual network 
elements and their physical or Layer 2 topology; however, they cannot identify the actual 
routes packets take as they transit the network.  As such, SNMP-based systems cannot 
easily identify problems such as route flaps or mis-configurations.   
 
The preceding subsection used the phrase network analytics as part of the discussion 
of proactive alarming.  Network analytics and route analytics have some similarities.  For 
example, each of these techniques relies on continuous, real-time monitoring.  Whereas 
the goal of network analytics is to overcome the limitation of setting static performance 
thresholds, the goal of route analytics is to provide visibility, analysis and diagnosis of the 
issues that occur at the routing layer.  A route analytics solution achieves this goal by 
providing an understanding of precisely how IP networks deliver application traffic.  This 
requires the creation and maintenance of a map of network-wide routes and of all of the 
IP traffic flows that traverse these routes.  This in turn means that a route analytics 
solution must be able to record every change in the traffic paths as controlled and notified 
by IP routing protocols. 
 
By integrating the information about the network routes and the traffic that flows over 
those routes, a route analytics solution can provide information about the volume, 
application composition and class of service (CoS) of traffic on all routes and all individual 
links.  This network-wide, routing and traffic intelligence serves as the basis for:  

 

 Real-time monitoring of the network‘s Layer 3 operations from the network‘s point 
of view. 

 Historical analysis of routing and traffic behavior as well as for performing a root 
causes analysis. 

 Modeling of routing and traffic changes and simulating post-change behavior. 
 
Criteria to evaluate a route analytics solution is the ability of the solution to: 

 

 Listen to and participate in the routing protocol exchanges between routers as they 
communicate with each other. 

 Compute a real-time, network-wide routing map.  This is similar in concept to the 
task performed by individual routers to create their forwarding tables.  However, in 
this case it is computed for all routers. 

 Map Netflow traffic data, including application composition, across all paths and 
links in the map. 

 Monitor and display routing topology and traffic flow changes as they happen. 

 Detect and alert on routing events or failures as routers announce them, and 
report on correlated traffic impact. 
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 Correlate routing events with other information, such as performance data, to 
identify underlying cause and effect. 

 Record, analyze and report on historical routing and traffic events and trends. 

 Simulate the impact of routing or traffic changes on the production network. 
 
Another criterion that an IT organization should look at when selecting a route analytics 
solution is the breadth of routing protocol coverage.  For example, based on the 
environment, the IT organization might need the solution to support of protocols such as 
OSPF, IS-IS, EIGRP, BGP and MPLS VPNs.  One more criterion is that the solution 
should be able to collect data and correlate integrated routing and Netflow traffic flow 
data.  Ideally, this data is collected and reported on in a continuous real-time fashion and 
is also stored in such a way that it is possible to generate meaningful reports that provide 
an historical perspective on the performance of the network.  The solution should also be 
aware of both application and CoS issues, and be able to integrate with other network 
management components. In particular, a route analytics solution should be capable of 
being integrated with network-agnostic application performance management tools that 
look at the endpoint computers that are clients of the network, as well as with traditional 
network management solutions that provide insight into specific points in the network; 
i.e., devices, interfaces, and links. 

11.0 Control 
 
To effectively control both how applications perform, as well as who has access to which 
applications, IT organizations must be able to: 
 

 Affect the routing of traffic through the network. 

 Enforce company policy relative to what devices can access the network. 

 Classify traffic based on myriad criteria. 

 Prioritize traffic that is business critical and delay sensitive. 

 Perform traffic management and dynamically allocate network resources. 

 Identify and control the traffic that enters the IT environment over the WAN. 

 Provide virtualized instances of key IT resources. 

Route Optimization 

 
Route optimization was previously discussed in the context of an application delivery 
service provided by an MSP.  However, many of the same challenges that impact the 
performance of the Internet also impact the performance of an enterprise IP network.  As 
a result, a few years ago IT organizations began to deploy route optimization in 
enterprise IP networks. As previously noted, the goal of route optimization is to make 
more intelligent decisions relative to how traffic is routed through an IP network.  Route 
optimization achieves this goal by implementing a four-step process.  Those steps are: 
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 Measurement 
Measure the performance (i.e., availability, delay, packet loss, and jitter) of each 
path through the network. 

 Analysis and Decision Making 
Use the performance measurements to determine the best path.  This analysis 
must occur in real time. 

 Automatic Route Updates 
Once the decision has been made to change paths, update the routers to reflect 
the change. 

 Reporting 
Report on the performance of each path as well as the overall route optimization 
process. 

SSL VPN Gateways 

 
The SSL protocol38 is becoming increasingly popular as a means of providing secure 
Web-based communications to a variety of users including an organization‘s mobile 
employees.  Unlike IPSec which functions at the network layer, SSL functions at the 
application layer and uses encryption and authentication as a means of enabling secure 
communications between two devices, which typically are a web browser on the user‘s 
PC or laptop and an SSL VPN gateway that is deployed in a data center location.   
 
SSL provides flexibility in allowing enterprises to define the level of security that best 
meets their needs. Configuration choices include: 

 

 Encryption: 40-bit or 128-bit RC4 encryption 

 Authentication: Username and password (such as RADIUS), username and token 
+ pin (such as RSA SecurID), or X.509 digital certificates (such as Entrust or 
VeriSign) 
 

All common browsers include SSL support by default, but not all applications do. This 
necessitates either upgrading existing systems to support SSL or deploying an SSL VPN 
gateway in the data center.  One of the purposes of an SSL VPN gateway is to 
communicate directly with both the user‘s browser and the target applications and enable 
communications between the two.  Another purpose of the SSL VPN gateway is to 
control both access and actions based on the user and the endpoint device.   
 
Among the criteria IT organizations should use when choosing an SSL VPN gateway, the 
gateway should be: 

                                                 
38

 IPSec vs. SSL: Why Choose?, http://www.securitytechnet.com/resource/rsc-center/vendor-
wp/openreach/IPSec_vs_SSL.pdf 

http://www.securitytechnet.com/resource/rsc-center/vendor-wp/openreach/IPSec_vs_SSL.pdf
http://www.securitytechnet.com/resource/rsc-center/vendor-wp/openreach/IPSec_vs_SSL.pdf
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 Easy to deploy, administer and use 

 Low cost over the lifecycle of the product 

 Transparent 

 Capable of supporting non-traditional devices; e.g., smartphones and PDAs 

 Able to check the client‘s security configuration 

 Able to provide access to both data and the appropriate applications 

 Highly scalable 

 Capable of supporting granular authorization policies 

 Able to support performance enhancing functionality such as caching and 
compression 

 Capable of providing sophisticated reporting 

Traffic Management and QoS 

 
Traffic Management refers to the ability of the network to provide preferential treatment to 
certain classes of traffic. It is required in those situations in which bandwidth is scarce, 
and where there are one or more delay-sensitive, business-critical applications.  
 

The focus of the organization’s traffic management processes must be the 
company’s applications, and not solely the megabytes of traffic traversing 
the network.   

 
To ensure that an application receives the required amount of bandwidth, or alternatively 
does not receive too much bandwidth, the traffic management solution must have 
application awareness. This often means detailed Layer 7 knowledge of the application, 
because as previously discussed many applications share the same port, or even hop 
between ports.  
 
Another important factor in traffic management is the ability to effectively control inbound 
and outbound traffic. Queuing mechanisms, which form the basis of traditional Quality of 
Service (QoS) functionality, control bandwidth leaving the network but do not address 
traffic coming into the network where the bottleneck usually occurs. Technologies such 
as TCP Rate Control tell the remote servers how fast they can send content providing 
true bi-directional management. 
 
Some of the key steps in a traffic management process include: 
 
Discovering the Application 
Application discovery must occur at Layer 7.  Information gathered at Layer 4 or lower 
allows a network manager to assign priority to their Web traffic lower than that of other 
WAN traffic.  Without information gathered at Layer 7, however, network managers are 
not able manage the company‘s application to the degree that allows them to assign a 
higher priority to some Web traffic over other Web traffic.    
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Profiling the Application 
Once the application has been discovered, it is necessary to determine the key 
characteristics of that application. 
 
Quantifying the Impact of the Application 
As many applications share the same WAN physical or virtual circuit, these applications 
will tend to interfere with each other.  In this step of the process, the degree to which a 
given application interferes with other applications is identified. 
 
Assigning Appropriate Bandwidth 
Once the organization has determined the bandwidth requirements and has identified the 
degree to which a given application interferes with other applications, it may now assign 
bandwidth to an application.  In some cases, it will do this to ensure that the application 
performs well.  In other cases, it will do this primarily to ensure that the application does 
not interfere with the performance of other applications.  Due to the dynamic nature of the 
network and application environment, it is highly desirable to have the bandwidth 
assignment be performed dynamically in real time as opposed to using pre-assigned 
static metrics. In some solutions, it is possible to assign bandwidth relative to a specific 
application such as SAP.  For example, the IT organization might decide to allocate 256 
Kbps for SAP traffic.  In some other solutions, it is possible to assign bandwidth to a 
given session.  For example, the IT organization could decide to allocate 50 Kbps to each 
SAP session. The advantage of the latter approach is that it frees the IT organization 
from having to know how many simultaneous sessions will take place. 
 
Many IT organizations implement QoS via queuing functionality found in their routers. 
Implementing QoS based on aggregate queues and class of service is often sufficient to 
prioritize applications.  However, when those queues get oversubscribed (e.g. with voice 
services), degradation can occur across all connections.  As a result, ―access control‖ or 
―per call‖ QoS is sometimes required to establish acceptable quality.  Another option is to 
implement QoS by deploying MPLS based services.  

Web Application Firewall 

 
Section 9 (Managed Service Providers) discussed the value of a Web application firewall 
service as a compliment to an onsite Web application firewall.  This subsection will 
discuss the role of a Web application firewall in detail. 
 
Traditional Firewalls 
 
The first generation of firewalls was referred to as packet filters.  These devices 
functioned by inspecting packets to see if the packet matched the packet filter‘s set of 
rules.  Packet filters acted on each individual packet (i.e., 5-tuple consisting of the source 
and destination addresses, the protocol and the port numbers) and did not pay any 
attention to whether or not a packet was part of an existing stream or flow of traffic. 
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One reason that traditional firewalls focus on the packet header is that firewall platforms 
generally have limited processing capacity due to architectures based on software that 
runs on an industry standard CPU. A recent enhancement of the current generation 
firewall has been the addition of some limited forms of application level attack protection. 
For example, some current generation firewalls have been augmented with IPS/IDS 
functionality that uses deep packet inspection to screen suspicious-looking traffic for 
attack signatures or viruses. However, limitations in processing power of current 
generation firewalls prevents deep packet inspection from being applied to more than a 
small minority of the packets traversing the device. 
 
The Use of Well-Known Ports, Registered Ports, and Dynamic Ports 
The ports numbered from 0 to 1023 are reserved for privileged system-level services and 
are designated as well-known ports. As a reminder, a well-known port serves as a 
contact point for a client to access a particular service over the network. For example, 
port 80 is the well-known port for HTTP data exchange and port 443 is the well-known 
port for secure HTTP exchanges via HTTPS.  
 
Port numbers in the range 1024 to 49151 are reserved for Registered Ports that are 
statically assigned to user-level applications and processes.  For example, SIP uses 
ports 5059-5061. A number of applications do not use static port assignments, but select 
a port dynamically as part of the session initiation process. Port numbers between 49152 
and 65535 are reserved for Dynamic Ports, which are sometimes referred to as Private 
Ports. One of the primary reasons that stateful inspection was added to traditional 
firewalls was to track the sessions of whitelist applications that use dynamic ports. The 
firewall observes the dynamically selected port number, opens the required port at the 
beginning of the session, and then closes the port at the end of the session. 
 
Most current generation firewalls make two fundamental assumptions, both of which are 
flawed.  The first assumption is that the information contained in the first packet in a 
connection is sufficient to identify the application and the functions being performed by 
the application.  In many cases, it takes a number of packets to make this identification 
because the application end points can negotiate a change in port number or perform a 
range of functions over a single connection. 
 
The second assumption is that the TCP and UDP well-known and registered port 
numbers are always used as specified by IANA.  Unfortunately, while that may well have 
been the case twenty years ago it is often not the case today.  As previously mentioned, 
some applications such as Skype have been designed with the ability to hop between 
ports.   
 
Another blind spot of current generation firewalls is for HTTP traffic secured with SSL 
(HTTPS). HTTPS is normally assigned to well-known TCP port 443. Because the payload 
of these packets is encrypted with SSL, the traditional firewall cannot use deep packet 
inspection to determine if the traffic either poses a threat or violates enterprise policies for 
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network usage.  These two blind spots are growing in importance because they are being 
exploited with increasing frequency by application-based intrusions and policy violations.   
 
A Next Generation Firewall 
Firewalls are typically placed at a point where all WAN access for a given site coalesces.  
This is the logical place for a policy and security control point for the WAN.  Unfortunately 
due to performance limitations, IT organizations have resorted to implementing myriad 
firewall helpers39.   
 
It is understandable that IT organizations have deployed workarounds to attempt to 
compensate for the limitations of traditional firewalls.  This approach, however, has 
serious limitations including the fact that the firewall helpers often do not see all of the 
traffic, and that deployment of multiple security appliances significantly drives up the 
operational costs and complexity.  In order for the firewall to avoid these limitations and 
reestablish itself as the logical policy and security control point for the WAN, we now 
need a next generation firewall with the following attributes: 
 
Application Identification 
The firewall must be able use deep packet inspection to look beyond the IP header 5-
tuple into the payload of the packet to find application identifiers. Since there is no 
standard way of identifying applications, there needs to be an extensive library of 
application signatures developed that includes identifiers for all commonly used 
enterprise applications, recreational applications, and Internet applications. The library 
needs to be easily extensible to include signatures of new applications and custom 
applications. Application identification will eliminate the port 80 blind spot and allow the 
tracking of port-hopping applications. 
 
Extended Stateful Inspection 
By tracking application sessions beyond the point where dynamic ports are selected, the 
firewall will have the ability to support the detection of application-level anomalies that 
signify intrusions or policy violations. 
 
SSL Decryption/Re-encryption 
The firewall will need the ability to decrypt SSL-encrypted payloads to look for application 
identifiers/signatures. Once this inspection is performed and policies applied, allowed 
traffic would be re-encrypted before being forwarded to its destination. SSL proxy 
functionality, together with application identification, will eliminate the port 443 blind spot. 
 
Control 
Traditional firewalls work on a simple deny/allow model.  In this model, everyone can 
access an application that is deemed to be good, and nobody can access an application 

                                                 
39

 Now Might Be a Good Time to Fire Your Firewall, 
http://ziffdavisitlink.leveragesoftware.com/blog_post_view.aspx?BlogPostID=603398f2b87548ef9d51d3574
4dcdda4 

http://ziffdavisitlink.leveragesoftware.com/blog_post_view.aspx?BlogPostID=603398f2b87548ef9d51d35744dcdda4
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that is deemed to be bad.  This model had some validity at a time when applications were 
monolithic in design and before the Internet made a wide variety of applications available.   
Today‘s reality is that an application labeled bad for one organization might well be good 
for another.  On an even more granular level, an application that might be bad for one 
part of an organization might be good for other parts of the organization.  Going even 
further, given today‘s complex applications, a component of an application might be bad 
for one part of an organization but that same component might well be good for other 
parts of the organization.   
 
What is needed therefore is not a simple deny/allow model, but a model that allows IT 
organizations to set granular levels of control to allow the good aspects of an application 
to be accessed by the appropriate employees while blocking all access to the bad 
aspects of an application. 
 
Multi-gigabit Throughput 
In order to be deployed in-line as an internal firewall on the LAN or as an Internet firewall 
for high speed access lines, the next generation firewall will need to perform the above 
functions at multi-gigabit speeds.  Application Identification and SSL processing at these 
speeds requires a firewall architecture that is based on special-purpose programmable 
hardware rather on than industry standard general-purpose processors. Firewall 
programmability continues to grow in importance with the number of new vulnerabilities 
cataloged by CERT hovering in the vicinity of 8,000/year. 

12.0 Conclusion 
 
Ensuring acceptable application delivery was never easy.  However the ongoing 
emergence of a new generation of challenges (e.g., virtualization, cloud computing, 
sophisticated mobile workers and the shifting emphasis and growing sophistication of 
cyber crime) will dramatically increase the difficulty of ensuring acceptable application 
delivery.  In order to be successful in this challenging environment, IT organizations need 
to develop a systematic approach to applications delivery.  To help IT organizations with 
this task, this handbook identified a number of conclusions that an IT organization can 
use when formulating their approach to ensuring acceptable application delivery.  Those 
conclusions are: 
 

 Successful application delivery requires the integration of: 

 Planning 

 Network and application optimization 

 Management  

 Control.   

 Application delivery is more complex than merely accelerating the performance of 
all applications 

 Successful application delivery requires that IT organizations are able to identify 
the applications running on the network and are also able to ensure the acceptable 
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performance of the applications relevant to the business while controlling or 
eliminating applications that are not relevant. 

 A relatively small increase in network delay can result a significant increase in 
application delay. 

 While server consolidation produces many benefits, it can also produce some 
significant performance issues. 

 One of the effects of data center consolidation and single hosting is that it results 
in additional WAN latency for remote users. 

 In the vast majority of situations, when people access an application they are 
accessing it over the WAN instead of the LAN. 

 In the vast majority of instances when the performance of a key business 
application is degrading, the end user, not the IT organization, first notices the 
degradation. 

 As the complexity of the environment increases, the number of sources of delay 
increases and the probability of application degradation increases in a non-linear 
fashion. 

 As the complexity increases the amount of time it takes to find the root cause of 
degraded application performance increases. 

 Troubleshooting in a virtualized environment is notably more difficult than 
troubleshooting in a traditional environment. 

 From a networking perspective, the primary challenge in implementing desktop 
virtualization is achieving adequate performance and an acceptable user 
experience for client-to-server connections over a WAN.   

 IT organizations that are implementing virtualized desktops should analyze the 
viability of implementing WAN and application optimization solutions.  

 Supporting desktop virtualization will require that IT organizations are able to apply 
the right mix of optimization technologies for each situation.  

 An important set of synergies exist between virtual servers, virtual desktops and 
virtual appliances such as a WOC or a performance monitoring solution.   

 The goal of cloud computing is to enable IT organizations to achieve an order of 
magnitude improvement in the cost effective, elastic provisioning of IT services 
that are good enough.   

 Troubleshooting in a hybrid cloud environment will be an order of magnitude more 
difficult than troubleshooting in a traditional environment. 

 The emerging view of private cloud computing requires the ability to move massive 
files between the IT organization and the CCSPs in a small amount of time.   

 The biggest risk accrues to those companies that don‘t implement any form of 
cloud computing.  

 Ensuring acceptable performance of real time traffic is critically important to IT 
organizations. 

 Just over a third of IT organizations have broadly implemented optimization 
functionality throughout their organization.   

 In 2010 the most important management task for IT organizations to get better at 
is the rapid identification of the root cause of degraded application performance. 
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 The movement to adopt virtualization and cloud computing will make 
troubleshooting an order of magnitude more difficult than it is currently. 

 Hope is not a strategy. Successful application delivery requires careful planning, 
coupled with extensive measurements and effective proactive and reactive 
processes. 

 The application delivery function needs to be involved early in the application 
development cycle. 

 IT organizations need to modify their baselining activities to focus directly on 
delay.  

 Organizations should baseline by measuring 100% of the actual traffic from the 
real users. 

 Understanding the performance gains of any network and application optimization 
solution requires testing in an environment that closely reflects the live 
environment. 

 Efficient bulk transfers and data replication are critical requirements to gain many 
of the potential benefits of both private and public cloud computing. 

 An ADC provides more sophisticated functionality than a SLB does. 

 A comprehensive strategy for optimizing application delivery needs to address 
both optimization over the Internet and optimization over private WAN services.   

 TCP throughput on a single session decreases as either the round trip time or the 
packet loss increases. 

 Lack of visibility into the traffic that transits port 80 is a major vulnerability for IT 
organizations. 

 End-to-end visibility refers to the ability of the IT organization to examine every 
component of IT that impacts communications once users hit ENTER or click the 
mouse button when they receive a response from an application. 

 Application management should focus directly on the characteristics of the 
business critical application and not just on factors that have the potential to 
influence generic application performance.  

 Most IT organizations ignore the majority of the performance alarms. 

 Logical factors are almost as frequent a source of application performance and 
availability issues as are device-specific factors. 

 The focus of the organization‘s traffic management processes must be the 
company‘s applications, and not solely the megabytes of traffic traversing the 
network.  
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Application Performance:  
Your Window to Service Delivery  

 
Virtually all organizations depend on online services to transact business. For online brokerage, retail companies and 
others, online services are their business. For insurance companies and manufacturers, online services enable their 
business. Regardless of your business, you want to deliver a positive customer experience. Satisfied customers come 
back and customer retention is the foundation of your bottom line.  Pressure is mounting on IT departments to deliver on 
this requirement and, as a result, continually increasing amounts of IT budgets are spent on tools and processes to 
assure that services are performing.  
 
Keeping customers happy is nothing new. For years, organizations focused on the domains – the network, the databases, 
the servers – assumed that if all the domains worked so would the service. But that strategy exposed an IT paradox: IT 
services are more than the sum of their parts. Managing each domain for peak performance is no guarantee of success. 
The information essential to assuring services include the service delivery pathway -  the route through the infrastructure 
the service takes to reach the customer - and the components in that pathway - the network links, databases and servers 
that are essential to delivering the service. Tools and teams, dedicated to supporting individual domains, often have a 
hazy view of which components actually impact specific services.  For example, a single server outage may have nothing 
to do with your critical business service…or it may have everything to do with it. Managing each domain for peak 
performance without a clear asset-to-service view won‘t guarantee you will stay ahead of that proverbial call to the help 
desk. 

Applications as Bellwethers 
Are applications another domain or a service? Actually, it depends. Some applications, such as online trading, are the 
end-user service.  An email application is often an end-user service but can also be an enabling part of an online retail 
service, thereby putting the application into the role of a domain in a service delivery pathway. What can be said with 
certainty is that applications are an essential part of any service, and applications, like services, rely on the other domains 
to function. Consider how Web-based applications rely on the full range of IT infrastructure components to be operational. 
So, whether your application is the service itself or a service enabler, its performance is linked tightly with your business 
service delivery and that makes your application performance an open window into your service performance. 
 
The CA Technologies Service Assurance portfolio is built around proactive performance management. On a foundation of 
CA eHealth Performance Manager for client-server applications, CA Technologies added and integrated CA Introscope 
and CA Customer Experience Manager, the CA Application Performance Management (CA APM) solution, to detect, 
triage and diagnose performance problems in your complex, composite and Web application environments. CA APM 
supports both Java and .NET applications and provides end-to-end visibility to online transactions. To complete the 
picture, CA Technologies acquired NetQoS, bringing products like CA NetQoS SuperAgent and CA NetQoS 
ReporterAnalyzer into the fold. CA NetQoS SuperAgent tracks every TCP application packet traversing the network 
between clients and servers, providing metrics such as network, server and application latency for all applications. 
NetQoS ReporterAnalyzer provides historical, real-time and predictive behavioral views through traffic composition 
metrics that show how applications tax and compete for network resources. With these detailed application performance 
metrics, application delivery bottlenecks are quickly pinpointed, root cause established and performance issues corrected, 
often before user impact. And the ripple effect on business services is all positive. 
 

Service Assurance: Application Performance Plus 
The CA Technologies Service Assurance portfolio provides a layer of intelligence that leverages data from your existing 
infrastructure and application performance management tools used to directly manage your IT assets, including 
Infrastructure Management products like CA Spectrum Infrastructure Manager, CA eHealth Performance Manager and 
CA NetQoS Performance Center, and CA Application Performance Management products like CA Introscope and CA 
Customer Experience Manager. Consolidating information from these performance managers, CA Spectrum Service 
Assurance provides the business service analytics, uniquely linking applications to infrastructure to calculate key 
performance indicators (KPIs) for service delivery and risk. 

http://www.ca.com/us/service-assurance.aspx
http://www.ca.com/us/network-performance.aspx
http://www.ca.com/us/application-performance-management.aspx
http://www.ca.com/us/products/product.aspx?id=8355
http://www.ca.com/us/Products/Product.aspx?ID=8356
http://www.ca.com/us/Products/Product.aspx?ID=8356
http://www.ca.com/us/infrastructure-management.aspx
http://www.ca.com/us/application-performance-management.aspx
http://www.ca.com/us/business-services-analytics.aspx
http://www.ca.com/us/business-services-analytics.aspx
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CA Spectrum Service Assurance creates a single service model, leveraging information from the domain managers, that 
is updated dynamically as things change, so you know what components – infrastructure or application – are in the 
pathway of your critical business service and you know if there is a problem that will impact service delivery, even as 
configurations and virtual machines change. With the CA Technologies Service Assurance portfolio you can prioritize your 
efforts, have confidence in the information you have and fix the important things first to minimize customer and business 
impact. Even better, CA Technologies can show you where a potential problem is chipping away at performance, for 
example, telling you when a server farm is losing machine power even if it is not yet impacting service. This puts you 
where you want to be - two steps ahead of your customer.  

Integration Works at Rooms To Go  
Customers that have benefitted from the tight integration in the CA Technologies Service Assurance portfolio have 
compelling stories to tell. Putting it all together was the key for Rooms To Go.  To enhance the customer experience at its 
150 showrooms across the U.S., Rooms To Go added CA Technologies software for network, application and virtual 
system performance management to its existing Service Assurance products to maintain service availability and improve 
support of its retail and distribution outlets. 
 
Rooms To Go is using the CA NetQoS Performance Center, a key component of the Service Assurance portfolio, and CA 
Virtual Assurance for Infrastructure Managers to improve the performance of its most business-critical, networked 
applications, and their supporting infrastructure. For example, Rooms To Go uses the two CA Technologies solutions to 
monitor and manage its point-of-sale (POS) application that provides immediate purchase-related information and fast 
credit application processing and approvals. 
 
―The CA NetQoS Performance Center and CA Virtual Assurance for Infrastructure Managers will help Rooms To Go be 
more proactive in ensuring a high level of service across our stores and improving the customer experience as a result,‖ 
said Jason Hall, director of IT systems for Rooms To Go. ―Combined with our other products from CA Technologies, the 
CA NetQoS and CA Virtualization Management solutions will give us a more complete understanding of what is 
happening across our network and virtualized infrastructure and where we need to direct our attention to solve problems 
faster, prepare for future capacity needs, and optimize application performance.‖ 
 
In addition to monitoring how well the network delivers the POS application to the Rooms To Go showrooms, the CA 
NetQoS solution will help Rooms To Go understand how application traffic affects network performance, with views into 
the composition of traffic on every network link, and which applications and users consume bandwidth. Before installing 
NetQoS, Hall had no visibility into how end users were experiencing application and service performance across the WAN 
or LAN. "It was purely the end user," he said. "We waited for someone to call. Operationally, that gives the end user the 
perspective that the systems are slow … and that we're not doing anything about it. ‖ Hall said that adding NetQoS's 
performance management capabilities to his suite of tools has also helped him solve some service delivery mysteries, 
particularly with his company's intranet.  You can read more on this story on SearchNetworking.com in their June 16, 2010 
article by Shamus McGillicuddy titled, ―Service delivery management: Integrating IT management tools.‖ 
 

Jack Henry & Associates Put Service First 

No one doubts the importance of accuracy and high performance when it comes to financial applications. Jack Henry & 
Associates processes transactions, automates business processes, and manages mission-critical information for more 
than 8,700 financial institutions and corporate entities, serving around six million end-users who depend on Jack Henry to 
run business-critical applications and financial processes. Initially, the company had no consistent means of monitoring 
end-to-end performance across its network and applications, which made it difficult to safeguard service levels and 
manage capacity. 
 
―We have to prove every single day that our performance is meeting customer requirements, which, without end-to-end 
monitoring, was challenging,‖ said Josh Bovee, Senior Network Engineer, Jack Henry & Associates. ―We needed to focus 
on application performance from the end-user perspective and create a baseline of how well we were serving those 
customers so we could understand when performance degraded and what impact things like infrastructure changes might 
have. We were reliant on getting all the IT groups in the same room, and then putting our heads together until we located 
the source of the issue. With limited insight into network and application performance metrics, this would often take days.” 
 

http://www.roomstogo.com/
http://www.ca.com/us/Products/Product.aspx?ID=8358
http://www.ca.com/us/products/product.aspx?id=5653
http://www.ca.com/us/products/product.aspx?id=5653
http://searchnetworking.techtarget.com/news/article/0,289142,sid7_gci1515074,00.html
http://searchnetworking.techtarget.com/news/article/0,289142,sid7_gci1515074,00.html
http://searchnetworking.techtarget.com/news/article/0,289142,sid7_gci1515074,00.html
http://searchnetworking.techtarget.com/news/article/0,289142,sid7_gci1515074,00.html
http://searchnetworking.techtarget.com/news/article/0,289142,sid7_gci1515074,00.html
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Realizing they needed to take a more proactive approach to managing its business critical banking applications, Jack 
Henry looked for a solution that would address its performance management challenges. After struggling for several 
months with a competitive product, they arranged with CA Technologies for a Proof of Concept with the NetQoS 
Performance Center, starting with the CA NetQoS SuperAgent. ―We started the POC at 8 a.m. and by 1 p.m. we were 
capturing more meaningful data with SuperAgent than after six months working with the competitive product. SuperAgent 
was also easier to implement. We didn‘t need to install an agent on the server or re-architect our infrastructure, which was 
something we very much wanted to avoid,‖ notes Bovee. Having made the decision to deploy CA NetQoS SuperAgent, 
the company decided to implement additional modules of the CA NetQoS Performance Center. 
 
Jack Henry now has a finger firmly on the pulse of its customers‘ business-critical applications, furthering its commitment 
to industry-leading client satisfaction and retention rates. As a result of their investment in CA Service Assurance 
solutions, the company is already benefiting from improved service, more cost-effective support and greater business 
agility. ―We now have a great foundation on which to continue to improve our service levels and customer satisfaction,‖ 
concludes Bovee. 
 

CA Technologies Manages Risk to Assure Application and Service 
Delivery 
Service Assurance and risk management is achieved through new, advanced technology that can model the IT assets 
that comprise services, track service quality (end-user experience), the status of each IT asset (network devices, systems, 
databases and applications) and calculate each asset‘s risk to each service dynamically. With this information, you‘ll know 
how to proactively fix problems before they impact users. 
These capabilities also factor dimensions of risk beyond typical KPIs to include compliance, answering questions such as: 
―Are my business services at risk because configurations do not meet the gold standard? Do we have the latest security 
patches deployed on every device?‖  
Identifying and measuring risk to business services benefits both IT executives and the technical staff who manage the IT 
environment ―hands-on.‖ By understanding risk, IT executives can make more informed decisions about capital and 
operational investments. Technical staff benefit because they can see the root cause of trends that will impact services in 
the future and can proactively prevent impact to quality.  
CA Technologies Service Assurance is a mature, integrated portfolio that provides end-to-end visibility into business 
services, applications and transactions linked with top-to-bottom insight over the entire infrastructure. Providing great 
service in a consistent manner, meeting SLAs and having the agility in your infrastructure to roll out new services quickly 
and efficiently is just table stakes in today‘s complex IT environment.  No matter what business you are in, service 
assurance is critical to your success, and CA Technologies can work with you to help you deliver the service your 
customers demand. 
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Managing End-user Experience, 
Application, and Network Performance 
to Deliver Business Services 

 

Overview 
The fundamental challenge of any IT organization today is aligning its technology with the business goals. In 
order to achieve alignment, IT organizations need to have visibility into how the performance and changes in 
the infrastructure impact application and business service delivery. This actionable insight is integral to bridging 
the gap between business goals, customer experience and IT technology.  
 
But, within many enterprises, IT organizations tend to narrowly focus on technology issues and specific project 
demand without understanding the implications across the entire organization ranging from the end-user to the 
CEO. 
 
A more comprehensive approach is needed to demonstrate the value of IT in a business context by delivering 
insight into individual user experience, application and network performance. IT can improve end user 
productivity through better application and business services delivery by having visibility into how the 
infrastructure impacts the business. IT equipped with the proper intelligence, can reduce operating costs, make 
better decisions that impact business services delivery. 
 
A successful strategy for managing the impact of infrastructure on application and business services delivery 
includes:   

 Measuring the impact of infrastructure performance and changes on the business and users 

 Identifying performance degradation incidents  

 Determining the root cause of degradation 

 Resolving the problem  

Impact of the infrastructure on the business 
For many organizations, there is a distinct separation between business challenges and operational 
challenges.  While extremely different in their approach, a successful strategy can help align the business and 
operational requirements to provide a holistic view for managing end user experience and application and 
network performance. 
 
Let‘s use, as an example, a national supplier of automotive parts with approximately 40 distribution centers 
across the country.  Since the primary business is the timely delivery of needed parts, the business challenge 
is supporting a networked inventory management and delivery status system that works across two very 
different business models: the wholesale distribution to commercial customers, and retail sales to consumers 
through 3,400 store-fronts. 
 
The operational challenge is identifying the source of application slowdowns and restoring normal service as 
quickly as possible.  The IT team needed to integrate network and applications performance data to assess 
and validate end-user experiences.  This involved both voice components and data components with specific 
Service Level Agreements (SLAs) for each. To provide an integrated view of infrastructure performance, it 
requires actionable intelligence provided by correlating information collected from a variety of instrumentation 
options across the enterprise LAN, WAN and data center. 
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Identify Incidents That Impacts Performance and Business  
While the goal of managing application and network performance is to deliver an enterprise-wide solution, 
individuals in different IT roles have distinct information requirements to do their jobs properly.  
 
What makes application and network performance framework so important is that even though these different 
groups have different requirements, they‘re all intertwined so one group can impact the success of all others 
To illustrate this point, let‘s revisit the automotive parts supplier example from a different viewpoint. 
 
A problem first revealed itself by a complaint from a retail store-front.  The issue might be that the store cannot 
get inventory information quickly enough to meet the customer‘s requirements and they are starting to lose 
business.  The IT department first needs to determine the extent of the problem; is it one store or is it 
company-wide?  They need a high level view showing response times to all locations, matched against SLAs 
and compared to this one store. 
 
Maybe the problem is limited to this single location.  If so, what is different 
about this one location?  Was something changed in how this store is 
communicating with the data center, making it a network problem?  Is 
some backup process for this store incorrectly scheduled and running 
during business hours, making it a problem for the application group?  
What if the problem is companywide, because all traffic is routed to one 
overloaded server?  Or did a change to an application work fine in tests 
but fail when running over the WAN?  The entire IT team needs the ability 
to drill into these types of issues, because most performance problems 
cross organizational boundaries.  

 Identifying the True Root Cause of 
Performance Problems 
 A third aspect of managing application and business service delivery 
infrastructure performance is having the flexibility and visibility for 
managing a wide range of  deployment requirements.  Using the previous 
example, we can see how necessary it is to be able to have a true sense 
of application performance as opposed to just looking at the availability of 
a network infrastructure.  Operational requirements can have a 
substantial impact for an organization implementing a guaranteed-uptime 
application.  Potential impacts include the guaranteed availability service 
level agreement and troubleshooting capabilities dealing with so many 
remote locations.  
 
If a holistic application and network performance framework is not followed, organizations will have difficulties 
when different groups are only focused on their individual goals and don‘t have the visibility to understand the 
impact on business-critical resources and to truly identify the root cause of performance problems.  
 

Increasing the business value of IT 
For many CIOs, one key concern is not only increasing the business value of IT, but also quantifying the 
positive impact.  While many organizations view IT as a cost center with a focus on reducing the expenses, 
many leading companies view IT as a strategic asset. These organizations focus on how IT can improve 
overall business value to the organization. 
  

What is Enterprise Service 
Intelligence (ESI)? Why is it 
Important? 

The term Enterprise Service 
Intelligence is the Fluke Networks 
Systems vision to help IT 
professionals and business stake-
holders understand the true 
impact of the IT infrastructure on 
mission critical applications and 
business services. The 
implementation of ESI 
demonstrates the value of IT in 
the business context by delivering 
insight into individual user 
experience, application and 
network performance. Find out 
more, and how you can begin to 
put ESI into action in your 
environment, at 

www.flukenetworks.com/ESI. 
 

http://www.flukenetworks.com/ESI
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A comprehensive strategy for managing the impact of infrastructure on application and business services 
delivery allows organizations to focus on the strategic asset and align technology with business goals. With a 
complete understanding of the impact of infrastructure performance and changes on the business and users, 
an enterprise can reduce the risk of downtime and degradation, reduce the cost of operations and 
troubleshooting, and optimize IT support staff. 
 
IT organizations have begun implementing business service dashboards and automating service desk 
workflow. A business service dashboard provides the line of business owners a clear view of the availability 
and performance of critical application and services that impact the bottom line. For IT, this dashboard 
increases the visibility of impact of infrastructure performance and changes on the business and users. An 
automated service desk work flow improves incident management operational efficiency and improve the 
accuracy of IT incident impact reporting. 
 
The ideal underlying unified performance management system, supplying the intelligence to the business 
service dashboard and service desk, needs to be built on an application-aware architecture with the ability to 
correlate data gathered from a range of instrumentation options covering end user experience monitoring, 
application, network and VoIP performance across the enterprise LAN, WAN and data center. Identifying and 
leveraging the right solution will minimize the challenges and limitations presented with the traditional, siloed 
approach to IT and ultimately help to align them to overall business goals. 



2010 Handbook of Application Delivery 

 

 
State-of-the-Market Report 

 

July 2010  Page 117 

Ipanema: Make a 1,000 Site Network  
Feel Like One. 

 

Ipanema enables any large enterprise to have full control of their global network. Our unique, patented, Autonomic 
Networking system guarantees business application performance and continuity in all enterprise environments. 
Ipanema simplifies network operations, reduces IT costs, and guarantees optimal performance of your critical 
business applications. Using Ipanema, a 1,000 site network runs as one. 

 Guarantee user experience  
Far beyond the capabilities of traditional WAN 
technologies, the Ipanema System is self-
learning, self-adapting and self-healing. It 
provides an unprecedented ability to 
guarantee end-user Quality of Experience 
(QoE) with critical business applications, 
regardless of traffic or application mix. 

 Accelerate business applications  
Through state-of-the-art WAN Optimization, 
Ipanema unleashes the power to rapidly 
deploy business applications, dramatically 
reduce application response times for end 
users while automatically controlling traffic in 
real time. 

 Unify hybrid networks 
With Ipanema‘s Hybrid Network Unification 
and Dynamic WAN Selection 
technology, hybrid [MPLS + Internet] networks 
become flexible assets that any enterprise 
can rely on for more effective business 
communications. 

 

 

 Save on IT costs  
Enterprise WANs are pivotal to executing successful business strategies. Ipanema 
solutions improve applications performance and continuity while substantially 
reducing IT costs, enabling enterprises to leverage their WAN for greater competitive 
advantage 

 Enable global WAN Governance  
Ipanema enables enterprises to institute WAN Governance so they can manage the 
WAN coherently, predictably and aligned with business needs - driving higher levels 
of enterprise performance 

With Ipanema, enterprises are ready to perform today and transform for tomorrow. Rollout new applications, 
implement desktop virtualization, consolidate servers, deploy VoIP, videoconferencing or telepresence, embrace 
cloud computing and more. 

With WAN Governance improve business performance  
After budget cuts during the global recession, many enterprises in 2010 will operate with IT spending at 2005 
budget levels. Given the dependence on wide area networks for operational performance and enterprise growth, 
WAN Governance, a strategic and business - driven approach to network management within IT Governance, will 
become even more critical for executives to achieve business goals. 

http://www.ipanematech.com/en/autonomic-networking
http://www.ipanematech.com/en/autonomic-networking
http://www.ipanematech.com/en/guarantee-user-experience
http://www.ipanematech.com/en/QoE
http://www.ipanematech.com/en/accelerate-applications
http://www.ipanematech.com/en/unify-hybrid-networks
http://www.ipanematech.com/en/save-on-it-costs
http://www.ipanematech.com/en/wan-governance
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Using WAN Governance, organizations have been able to: 

 Roll out business applications across their enterprise without long, costly network reconfigurations - 
accelerating application time to value and ROI while saving millions in IT costs 

 Increase their global WAN capacity by 3x to 4x with no additional network investment - reducing costs 
for expensive bandwidth and delaying need for network upgrades 

 Improve the performance of business applications over their corporate network - eliminating up to 90% 
of network - related application performance incidents and reducing time - to - repair incidents by 80%  

 Increase availability and response times of business applications –improving workforce productivity, 
customer service and relationships with partners who depend on network access 

 Improve usage of software assets – optimizing hardware and license utilization while reducing 
maintenance expenses 

 Reduce overall OPEX and CAPEX costs while achieving higher levels of business performance 
 

“Ipanema fit perfectly to our requirements: a “all in one solution” which would provide: Monitoring at 
application level (with pro-active alerting ), full range of optimization functions: bandwidth allocation 
(shaping), compression, acceleration, caching (for wide area file service functionality), traffic 
prioritization configurable by application and ability to re-charge network costs according to 
volume/priority of traffic.” 
David Dodds, Global Network & Security Manager, 

 
 
 
 

 
 
 
 

 
 
With Hybrid Network Unification solution, maximize performance, 
continuity and IT savings 
This automated solution uses ―sense and respond‖ intelligence to monitor, control, accelerate and select the best 
path among MPLS and Internet networks for each individual user‘s traffic – all in real-time.   

Hybrid networking is the simultaneous usage of different networks— MPLS and Internet VPN—to interconnect an 
enterprise‘s headquarters, data centers and remote sites. Ipanema‘s solution for Hybrid Network Unification 
automatically combines the performance and quality of business grade MPLS, the high capacity and lower-cost of 
Internet VPN and fully integrated QoS and WAN optimization techniques. With Ipanema‘s Hybrid Network 
Unification offering, companies can eliminate the trade-offs between the performance and quality of MPLS and 
lower-cost Internet VPN. This dynamic mix enables enterprises to get the best of both worlds: a fast and large 
unified network with 99.99% reliability, in a very cost effective way. 

“Sense and respond,” application-aware intelligence unifies traffic management automatically  
Hybrid networking is not a new concept, but has been complex and difficult to implement so far. Until now, 
performance and continuity have been less than optimal, mitigating the expected business benefits.  

For More  Information on Ipanema’s WAN Governance approach: 

 
Link to WAN Governance Executive Primer White Paper 
 
Link to WAN Governance website section 
 

http://www.ipanematech.com/information-center/download.php?link=white-papers/mc_wp_hybrid_network_unification_100407-en.pdf
http://www.ipanematech.com/en/unify-hybrid-networks
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Ipanema unifies hybrid network performance and optimizes application delivery through automated, second-by-
second decision making, using distributed components that can exchange information quickly and accurately.  This 
―sense and respond‖ intelligence dynamically monitors end-to-end network performance and load, while recognizing 
each application‘s business criticality, performance objective and information sensitivity – and shifts and optimizes 
traffic accordingly, all in real time. 
 

The only “all in one” integrated 
network management solution 
Ipanema‘s Hybrid Network Unification is the newest 
offering in its ―All in One‖ system, encompassing 
Application Visibility, Quality of Service (QoS) and 
Control, WAN Optimization, and now, Dynamic WAN 
Selection. Based on Ipanema‘s patented Autonomic 
Networking, technology, the result is adaptive, globally 
coordinated, automated processing of all application 
flows on the network.  
Companies using Ipanema‘s all-in-one traffic 
management solution can: 

 Guarantee unified application 
performance across [MPLS + Internet] 
networks: Enabling enterprises to 
consolidate data centers and adopt new computing platforms faster, including complete visibility and 
management of external or private cloud networks. 

 Improve business communication continuity: Combining business-grade MPLS with plain Internet 
access provides 99.99% availability. 

 Exploit large network capacity at low cost: Customers using Ipanema‘s solution have shown a net 
cost decrease from 50% to 80% per transferred Gbyte for a hybrid [MPLS + Internet] unified network 
compared to full MPLS. 

 Benefit from Internet immediacy and ubiquity: For enterprises that need to quickly deploy or modify 

their infrastructure, Ipanema enables everywhere and anytime access to the Internet, even where MPLS 
networks are out of reach. 

 Turn back-up lines into business lines: Allowing enterprises to use a resource they are paying for and 
would remains unused 99.9% of the time otherwise. 

 

“With Ipanema’s hybrid network unification solution, we can fully use the global capacity of our 2 
networks and have a 100% availability and performance guarantee for our business applications, at 
anytime.” 
Koen Tacq, Infrastructure Services Manager, Vandemoortele 

 
 
 
 
 
 

For More Information on Ipanema’s Hybrid Network Unification solution: 

 
Link to Hybrid Network Unification White Paper 
 
Link to Hybrid Network Unification website section 
 

Link to Hybrid Network Unification video 

 

http://www.ipanematech.com/information-center/download.php?link=white-papers/mc_wp_hybrid_network_unification_100407-en.pdf
http://www.ipanematech.com/en/unify-hybrid-networks
http://www.ipanematech.tv/Tv/index.php?lng=en&autoStart=true&med_id=964317751160ccbf&pla_id=ebaaa43734e69fb9
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A10 Networks AX Series  

 

 

  

  

AX Series Solutions 
 

The AX Series is a high-performance, scalable 

platform, demonstrating technology leadership in 

three key areas. The first is our core market for 

Advanced Application Delivery Controllers and 

new generation server load balancer functionality. 

The second is IPv6 migration, which is an early 

stage market with significant growth potential. The 

third is Cloud Computing and Virtualization 

whereby Virtualization is at the Center of Cloud 

Computing and the AX Series delivers the widest 

range of options. 

 

Application Solutions 

 

The AX Series increases scalability, 

availability and security for enterprise 

applications. A10 has a variety of 

deployment guides and customer usage 

scenarios to assist with efficient 

enterprise deployments. 

 

Advanced Application  

Delivery Controller 

New Generation Server 

Load Balancer 

Large Scale NAT  

Dual-Stack Lite 

IPv4 ↔ IPv6 

SoftAX 

AX Virtual Chassis 

AX Virtualization 

• State of the art scalability 
• High performance protection 
against malicious attacks 
• Web application acceleration 
and optimization 
• Server and application high-
availability 
• Faster user experience 
• Best in class price/performance 
ADC solution 
• Simple deployment and ease of 
management       

AX Series ROI 
From entry-level to high-end, A10’s AX Series 

delivers rapid return on investment (ROI) 

versus the market-share leader. 

 

Equivalent Throughput: 10 Gbps 

 
 
To obtain throughput equal to our entry-level 

64-bit AX 2500, you would need 10 of the 

market-share leader’s entry-level appliances 

at over 10X CAPEX cost, space, power and 

units to manage. 

 

AX 2500 Competitor 

Equivalent Performance:  

3+ million Layer 4 connections per 

second 

 
 
To obtain performance equal to our high-end, 

"supercomputer class" 64-bit AX 5200, you 

would need three of the market-share 

leader’s fully loaded chassis systems at more 

than 6X CAPEX cost, 9X space, 9X power to 

run and 3X units to manage. 

AX 5200 
Competitor 
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AX Series  

Differentiators  
  

64-bit: The AX Series appliances are 

the industry‘s first 64-bit Application 

Delivery Controllers, featuring our 64-

bit Advanced Core Operating System 

(ACOS) and 64-bit hardware 

platforms. 64-bit processing is the 

latest significant leap for networking 

devices, increasing addressable 

memory to achieve the industry‘s 

highest levels of scalability and 

performance. The impact to users and 

network architects is considerable: 

Users are delivered applications faster 

and seamlessly, with network 

architects obtaining greater 

efficiencies, flexibility and extensibility 

when deploying and managing data 

center applications. As data centers 

upgrade to 64-bit applications and 

servers, the 64-bit AX Series ensures 

a return on investment for years to 

come. 

 

Innovative Architecture: AX‘s 

ACOS employs a shared memory 

architecture for maximum efficiency.  

ACOS was designed for modern multi-

core processors, uniquely with zero 

copy, zero Inter-Process 

Communication (IPC), zero interrupt, 

zero scheduling and zero locking to 

achieve linear scalability across CPUs. 

This delivers higher performance, 

higher throughput, lower latency and 

higher energy efficiency than any other 

ADC on the market. 

  

Advanced Features: Employs 

specific Layer 4-7 performance and 

acceleration technologies such as SSL 

Off-load, Caching, Compression, TCP 

Connection Reuse & HTTP 

Multiplexing. Includes advanced 

features such as superior High 

Availability, L7 Scripting, DNS 

Application Firewall, IPv6-IPv4 

translation, Large Scale NAT, DS-Lite, 

Virtualization, Dynamic Provisioning 

and Global Server Load Balancing for 

Business Continuity. 

  

Energy Efficiency: Delivers the 

industry‘s most compact and ―green‖ 

solutions with the best performance 

per Watt per rack unit. Competitors‘ 

high end platforms offer less than half 

the performance, while using three  

times the power and rack space.  At 

680 Watts maximum power 

consumption, the AX 5200 is the 

world‘s performance and energy 

efficiency leader, redefining the 

requirements for the high-end 

"supercomputer class" ADC. 

 

Price/Performance: Confirmed to 

deliver twice the performance at half 

the price of incumbent solutions. All 

features are included without 

additional licensing fees, greatly 

reducing total cost of ownership for 

enterprises. This applies equally to 

feature and performance licenses. 

  

Datacenter Consolidation: 

Replaces incumbent ADCs such as 

those from F5 Networks, Citrix 

(NetScaler), Cisco, Juniper/Redline, 

Radware and others at a ratio of three 

to one AX, or higher. 

  

Superior Technical and 

Engineering Support: A10 delivers 

the most responsive support in the 

market today, with the capability to 

resolve complicated issues within days 

versus weeks or months. 

   
   

Faster – Speed and capacity: According 

to performance metrics including Layer 4, 

Layer 7 and throughput, AX Series 

delivers the industry‘s best 

price/performance ratio. Architected for 

scalability, the compact 2U AX 5200 can 

achieve over 3 million L4 connections per 

second (CPS), which exceeds 

competitors' chassis systems by up to 3X.  

 

Better – Flexible platform, advanced 

features, disruptive price and world-class 

support: The AX platform is designed to meet 

customers‘ current and future needs with 

headroom to grow. For organizations working 

on initiatives for datacenter consolidation, 

virtualization, software as a service (SaaS), 

cloud computing, IPv6 and more, AX 

dramatically lowers the total cost of 

deployment as all features are included 

without additional licensing fees. AX Series 

delivers the most responsive support in the 

market, guaranteeing customer satisfaction. 

Greener – Industry‘s most energy efficient 

platform: The scalable Advanced Core 

Operating System (ACOS) architecture, 

with shared memory, provides the 

foundation for the industry‘s most energy-

efficient ADC. The high-end 

"supercomputer class" AX 5200 sets a new 

green standard in a compact 2U appliance 

with 3X the performance, 1/3 the size and 

1/6 of the power to run versus competing 

chassis solutions. AX models deliver 

superior performance per Watt (PPW) 

versus competing solutions. 
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 About A10 Networks 

 
A10 Networks was founded in 2004 with a mission to  
provide innovative networking and security solutions.  
A10 Networks makes high-performance products that 
help organizations accelerate, optimize and secure 
their applications. A10 Networks is headquartered in 
Silicon Valley with offices in the United States and  
centers of excellence around the globe. For more  
information, visit www.a10networks.com. 

 

 AX Series is a Safe Choice 

  

With over 500 AX Series customers worldwide, A10 
is one of the fastest growing technology companies in 
the Silicon Valley. 80 percent of our revenue comes 
from large enterprises and service providers, and 
examples include the largest Internet and online retail 
sites and automobile vendors in the world, the largest 
cable providers in the US and the largest carriers in 
Japan. A10 has solid financials with over 150% year-
to-year growth for over three consecutive years.  

aFleX TCL-based scripting enables 

flexibility to off-load server tasks to the 

AX as well as overcome integration 

issues from legacy applications, user 

browsers or cutting edge mashups in 

Web 2.0 environments.  aFleX traffic 

customization examples include: 

 Application Optimization and 

Availability 

o Traffic redirection to 

optimize servers based on 

content 

o Traffic redirection to 

optimize servers based on 

user language 

o URL rewrite for 

compatibility 

 Security 

o Drop traffic conforming to 

certain characteristics 

o Implement emergency 

attack protection in the 

time between attack 

identification and server 

security patch availability 

o Server cloaking 

o Overflow protection 

 Data Protection 

o Legacy HTTP to HTTPS 

conversion on the AX,  

transparently to the browser 

o Inbound or outbound 

inspection 

o Regardless of cause, block 

(or change) sensitive data, 

preventing leakage 

 

aXAPI REST-style XML API allows 

dynamic integration into any third party 

or home-grown application, allowing 

applications to adjust policies or gain 

information in real-time, as needed.   

An example of this is the aXAPI and 

VMware vCenter integration for  

dynamic provisioning and de-

provisioning.  Any application can 

utilize aXAPI to improve servers, 

virtual or physical. 

  

Scriptable Health Checks in TCL, 

Perl and other shell scripts ensure any 

application can be supported.  While 

application health checks can check 

an element for data to ensure an 

application is operating, scriptable 

health checks allow an application to 

check multiple elements to show state 

up or down.  Network, Web server, 

application server and other elements 

can all be confirmed to be operational 

as needed.

AX Series’ standard features, custom scripting features and ability to 

rapidly develop features deliver the flexibility to integrate into the most 

complex application environments.  

 

• 

•

•

•
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Transforming the Internet  
into a Business-Ready  
Application Delivery Platform  

 

Ensuring application performance supports your business goals 
As organizations expand globally, they need to make a variety of business-critical applications – including extranet 
portals, sales order processing, supply chain management, product lifecycle management, customer relationship 
management, financial management, VPNs, and voice over IP – available to employees, business partners and 
customers throughout the world. These organizations must also be sensitive to the economic pressures driving IT 
consolidation and centralization initiatives. 
 
Though global delivery of enterprise applications provides remote users with essential business capabilities, poor 
application performance can quickly turn the user experience into a costly, productivity-sapping exercise.  Business 
applications must perform quickly, securely, and reliably at all times. If they don‘t, application use and adoption will suffer, 
threatening not just the benefits linked to the applications, but the overall success of the business itself. 
 

Key Challenges in Delivering Applications 
When delivering applications via the Internet to their global user communities, businesses face significant challenges, 
such as poor performance due to high latency, spotty application availability caused by unplanned internet disruptions, 
inadequate application scalability to deal with growing user bases and spiky peak usage, and growing security threats in 
the cloud. Each of these problems severely undermines the application‘s effectiveness and the company‘s return on 
investment. 
 
The performance issues associated with the Internet are not new. They are, however, having more of an impact because 
of business trends, such as globalization. Because of its lower cost, quick time to deploy, and expansive reach, IT 
organizations are increasingly turning to the Internet to support their globalization efforts. At the same time, chatty 
protocols like HTTP and XML, are introducing additional performance issues.  Increasing security threats, including 
distributed denial of service, cross-site scripting, and SQL injections, now target the network and application layers and 
can quickly bring an application down.   
 

Akamai’s Application Performance Solutions 
Today, more than 3,000 businesses trust Akamai to distribute and accelerate their content, applications, and business 
processes. Akamai‘s Application Performance Solutions (APS) are a portfolio of fully managed services that are designed 
to accelerate performance and improve reliability of any application delivered over the Internet – with no significant IT 
infrastructure investment. 
 
Akamai leverages a highly distributed global footprint of tens of thousands of servers, ensuring that users are always in 
close proximity to the Akamai network. Application performance improvements are gained through several Akamai 
technologies, including SureRoute route optimization, which ensures that traffic is always sent over the fastest path; the 
Akamai Protocol, a high performance transport protocol that reduces the number of round trips over the optimized path; 
caching and compression techniques; and packet loss reduction to maintain high reliability and availability.  This 
distributed network of servers also extends the security perimeter to the edge of the Internet with a cloud based Web 
Application Firewall and other security capabilities that provide defense-in-depth for IT infrastructure. 
 
APS comprises two solutions – Web Application Accelerator and IP Application Accelerator. Web Application Accelerator 
accelerates dynamic, highly-interactive Web applications securely, resulting in greater adoption through improved 
performance, higher availability, and an enhanced user experience. It ensures consistent application performance, 
regardless of where users are located, and delivers capacity on demand, where and when it‘s needed. 
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IP Application Accelerator, like Web Application Accelerator, is built on an optimized architecture for delivering all classes 
of applications to the extended enterprise, ensuring increased application performance and availability for remote wireline 
and wireless users. Applications delivered by any protocol running over IP, such as SSL, IPSec, UDP and Citrix ICA will 
benefit from IP Application Accelerator. 
 
Examples of applications delivered by APS include Web-based enterprise applications, Software as a Service (SaaS), 
applications deployed on Platform or Infrastructure as a Service, Web services, client/server or virtualized versions of 
enterprise business processes, live chat, productivity, and administration functions, such as secure file transfers. Akamai 
APS also addresses performance problems associated with the delivery of applications to wireless handheld mobile 
devices. 
 

How it works 
1. Akamai‘s dynamic mapping system directs 
user requests for secure application content to an 
optimal Akamai server. 
 

2. Route optimization technology identifies the 
fastest and most reliable path back to the origin 
infrastructure to retrieve dynamic application 
content. 
 

3. A high-performance transport protocol 
transparently optimizes communications between 
the Akamai server and the origin, improving 
performance and reliability. 

 

4. The Akamai server retrieves the requested 
application content and returns it to the user over 
secure optimized connections. 

 
 
 
 

Customer Benefits 
Akamai‘s Application Performance Solutions offer a number of performance and business benefits: 
 

• Superior Application Performance – Akamai provides unsurpassed application performance by accelerating both 
cacheable and dynamic content. 

• Superior Application Availability - Akamai provides unique protections to ensure that poor Internet reliability never 

gets in the way of end user access to your application. Users are dynamically mapped to edge servers, in real-time, based 
on considerations including Internet conditions, server proximity, content availability and server load, ensuring that users 
are served successfully, with minimal latency. 

• Rigorous Application Security – Akamai deals with both legitimate and attack traffic at the edges of the Internet, 
where it can be most efficiently handled. By detecting and deflecting malicious requests near their source, the origin is 
protected and attack traffic is kept from crossing the Internet. This unique, distributed approach complements the 
enterprise‘s existing centralized security infrastructure to provide a robust, defense-in-depth architecture. 

• Complete Visibility and Flexible Control – The Akamai EdgeControl Portal provides clear and effective tools that 
allow IT to manage and optimize their extended application infrastructure. In addition to sophisticated historical reporting 
and real-time monitoring functionality, Akamai also provides automated alert notifications when origin site problems are 
detected or user performance degrades. In addition, a sophisticated secure Network Operations Command Center 
continually monitors Akamai‘s global distributed network. 
 

Akamai Managed Services for Application Delivery 
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About Akamai 
Akamai® provides market-leading managed services for powering rich media, dynamic transactions, and enterprise 
applications online.  Having pioneered the content delivery market one decade ago, Akamai‘s services have been 
adopted by the world‘s most recognized brands across diverse industries. The alternative to centralized Web 
infrastructure, Akamai‘s global network of tens of thousands of distributed 
servers provides the scale, reliability, insight and performance for businesses to succeed online. Akamai has transformed 
the Internet into a more viable place to inform, entertain, interact, and collaborate. To experience The Akamai Difference, 

visit www.akamai.com.   

 
For helpful insights and thought leading whitepapers on how Akamai Application Performance Solutions enable your key 

IT initiatives, visit www.akamai.com/aps.  

 
 

 
 

The Akamai EdgeControl Portal provides valuable, real-time performance and usage information  

http://www.akamai.com/
http://www.akamai.com/aps
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Next-generation  
Application Acceleration 

 

 
 
Organizations everywhere face tough challenges in delivering secure and reliable business 
applications. In today‘s distributed enterprises, centralization and server consolidation can create user 
response and network capacity problems. Business applications are often slow or unpredictable. 
Bandwidth costs are out of control. Now, IT is expected to deliver even more — including corporate 
communication videos and software-as-a-service (SaaS) applications — all while containing costs.  
 
To solve these and other application delivery problems, you have to understand how application 
performance requirements have changed, know which technologies can meet your business 
demands today and prepare for capacity needs down the road.  
 

The foundation: Centralization 

Centralization and consolidation of files, email, storage and backup systems put an incredible burden 
on WAN connections and create significant end-user performance issues — unless you can 
accelerate traffic. CIFS, MAPI, TCP optimization, byte caching, compression and QoS are important 
technologies that accelerate remote and branch office access to centralized files, email and backup 
systems.  
 
These technologies offer significant performance benefits by managing latency issues with chatty file 
protocols, caching attachments and expanding bandwidth for high-volume transfers. However, these 
technologies alone can‘t meet the performance requirements of today‘s critical business applications. 
 

Advanced application requirements 
Many of the latest application delivery methods are changing the way we collaborate, educate, and 
communicate. Video, for instance, is increasingly used for training and live communications and SaaS 
applications are enabling new business processes. However, the foundational acceleration 
technologies described above can‘t address these newer types of applications.  
 

Streaming video and rich media 
Delivering high-quality, live streaming video requires massive amounts of bandwidth on specialized 
protocols. For example, a single live stream can be 128KB or 384KB, and large on-demand files 
can reach 25MB, 100MB and even 1GB in size. In addition, bandwidth-hungry rich media 
applications can dominate the entire network and still fail due to insufficient resources.  
 
SaaS applications 
SaaS applications, such as Salesforce.com, or SaaS-hosted SAP and SharePoint applications 
have unique management challenges due to their location and the encryption used to secure them. 
Because SaaS offerings are located outside of your network, they are outside of your control. They 
are also encrypted with SSL and use certificates and keys controlled by the SaaS provider and the 
Web browser – not your organization.  
 



2010 Handbook of Application Delivery 

 

 
State-of-the-Market Report 

 

July 2010  Page 127 

Traditional WAN Optimization technologies would require you to put a box on the SaaS provider‘s 
network, which is simply not possible. Because SaaS applications rely on HTTP and SSL delivery, 
you need optimization technologies that can asymmetrically accelerate HTTP and SSL, as well as 
secure client-side certificate handling so you can decrypt and accelerate the sessions. 
 
Recreational traffic 
In March 2010, 31 billion videos were delivered over global networks. Combined with daily music 
downloads, recreational traffic can easily dominate the network and seriously degrade business 
application performance. Part of the problem is caused by limiting remote and branch office 
Internet access through a few hubs. This results in a backhaul of recreational traffic across the 
WAN, where 30-60% of the bandwidth is consumed by applications like YouTube, iTunes and 
more. As a result, recreational traffic can significantly impact the performance of key applications 
needed to run the business.  
 
Direct Internet connectivity 
Branch offices are increasingly being connected with a primary or secondary Internet connection. 
Fear of malware and Web exposure, however, often leads organizations to VPN-encrypt all the 
traffic back to the data center. By combining Secure Web Gateway functionality with Wan 
Optimization, you can actually achieve safe direct-to-net branch architectures. This improves the 
performance of SaaS applications, offloads 100% of recreational traffic from the WAN and builds 
availability via redundancy for networking. 

 

Next-generation acceleration 
The good news is, the next generation of acceleration technologies can help you reclaim bandwidth 
from non-essential traffic and optimize your most critical applications. These new optimization 
technologies include:  
 

 Rich media caching, CDN and live video split-streaming to deliver business video and relieve 
the impact of recreational video over the WAN 

 SaaS acceleration with asymmetric Web optimization technologies and client-side SSL 
certificate handling 

 URL classification and content filtering with usage and QoS policies to identify and contain 
recreational content and traffic 

 Integrated Web security to protect Internet-connected branch offices from malware and enable 
faster SaaS, 100% recreational offload and high availability networking 
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Get the right acceleration strategy 
Acceleration technologies have rapidly moved beyond CIFS and MAPI acceleration to meet the 
challenge of today‘s applications and network delivery issues. With the right acceleration strategy, 
you can gain superior business value from your deployment. Find out how Blue Coat can help at 
www.bluecoat.com 
 

About Blue Coat 
Blue Coat is the technology leader in Application Delivery Networking (ADN). The Blue Coat ADN 
infrastructure provides the visibility, acceleration and security capabilities required to optimize and 
secure the flow of information to any user, on any network, anywhere. This application intelligence 
enables enterprises to tightly align network investments with business requirements, speed decision-
making and secure business applications for long-term competitive advantage. To learn more, please 
visit us at www.bluecoat.com. 
 

Figure 1: Performance gains by technology type 
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Brocade ServerIron ADX 
Application Delivery Controllers  
 

Intelligent Delivery for Demanding Application Environments  

Brocade® ServerIron® intelligent application delivery and traffic management solutions have led the 
industry for over a decade, helping the most stringent customers around the globe to mitigate costs 
and prevent losses by optimizing business-critical enterprise and service provider applications with 
high availability, security, multisite redundancy, acceleration, and scalability. Now Brocade ServerIron 
ADX switches provide industry leading Layer 2 through 7 switching performance, enabling secure and 
scalable application service infrastructures in highly virtualized and orchestrated server environments.  
 
ADX switches efficiently distribute unified application services by measuring server utilization and 
connection load in real time, providing visibility and manageability of application performance, 
security, and service delivery. As a result, applications run more efficiently and with higher 
availability—streamlining operations, increasing business agility, significantly reducing costs, and 
helping to support growth. 
 
Delivering the Ultimate in Price-Performance to Support Growing Business Requirements 
Designed to meet the growing demand for application connectivity, virtualization and operating 
efficiency, the latest generation of Brocade application delivery controllers includes the ServerIron 
ADX 1000, ADX 4000, and ADX 10000 product lines.   
Brocade has leveraged over a decade of low-latency, 
high-performance networking experience and 
expertise to develop a platform that optimizes 
application performance using hardened logic to 
increase stability, performance and scalability for 
enterprise applications from vendors such as Oracle, 
IBM, SAP, and Microsoft .  
 
With legendary six nines (99.9999%) reliability, partnerships and certifications with leading providers, 
and the highest performing application switches in the industry, Brocade delivers an unsurpassed 
experience, and solutions that scale with full-featured entry level offerings that support growth. In fact, 
the ServerIron ADX 1000 series offers an entry-level model that includes the same advanced feature 
set found in all ADX solutions yet is the only single rack unit application delivery controller that can 
scale to 10 Gigabit Ethernet (10GbE) ports and 9 Gbps Layer 4-7 throughput without removing panels  
or taking units out of service.  
 
Capacity on Demand 
Today‘s dynamic application environment requires on-demand control over resources for optimal 
performance. With ServerIron ADX Capacity on Demand, you can enable additional processing and 
I/O capacity when needed, simply and easily, via a software-based license key.  This on-demand 
license activation will double or quadruple performance by enabling additional application processor 
cores. License keys are also available to enable additional 1 or 10 GbE interfaces or value-added 
features, such as Secure Sockets Layer (SSL) acceleration, dynamic routing protocols, IPv6 support, 

Figure 1. ServerIron ADX 10000, ADX 4000, 
and ADX 1000 products 
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and Global Server Load Balancing (GSLB). Now you can start with the entry-level ADX 1008-1, and 
upgrade the system to the capacities of the ADX 1216-4 as business grows over time.  No hardware 
upgrades are required and the PREM feature license activation can now be used as an in-the-field 
upgrade on all ADX models. 
 
Application Resource Broker 
Brocade ServerIron ADX with Application Resource Broker (ARB) simplifies and automates resource 
provisioning tasks to address varying application traffic demands on the infrastructure while providing 
application-centric network visibility to administrators and orchestration tools for a clear understanding 
of virtual resource performance that goes beyond server hypervisors. Together, they enable a more 
agile application infrastructure, providing increased business responsiveness, and optimized use of 
costly application infrastructure. 
ARB is an infrastructure software component extension to ServerIron ADX that enables shared IT 
environments to provision virtual machine resources when needed to support application and 
infrastructure traffic demands. With the ability to provide increased visibility into application 
performance and resource capacity, ARB lets virtualized data center administrators use pre-defined 
policies to provision and de-provision application capacity based on the measurement and analysis of 
a combination of server utilization and user demand and connection performance metrics, such as 
server response times. Application-centric network visibility enables real-time resource monitoring 
and automated provisioning/de-provisioning of those resources.   
 
Brocade ServerIron ADX with Application Resource Broker 

 ensures individual application performance by dynamically adding and removing application 
resources (VMs) 

 provides a rich set of monitoring, decision-making and application centric reporting features 

 gathers and leverages application performance metrics as seen by ServerIron ADX 

 enables intelligent provisioning decisions 
 
Application Resource Broker gathers application infrastructure response times, traffic load and 
application configurations from ServerIron ADX switches across the network and collects 
infrastructure utilization from orchestrators and infrastructure managers for application performance  
monitoring from a network-wide perspective. The solution automatically associates which virtual 
machines roll-up to support any application service and collects and stores historical performance 
metrics to aid in determining baselines, for heuristically driven capacity planning that incorporates the 
more granular chargeback methods needed to support cloud initiatives. 
 
When predetermined thresholds are crossed, the ADX policy-based decision engine logs events 
alerting administrators about potentially inadequate application resources. Using those same policies, 
it can also automatically invoke or provision additional application VM instances and application 
delivery controller resources to service user demand, and de-provision the VM instances and 
resources when demand subsides.  In this way, administrators can maintain strict adherence to 
Service Level Agreements without the need to overprovision application resources, reducing cost and 
inefficiency when over-provisioned hardware remains idle most of the time, until needed to satisfy 
infrequent peak demand. 
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New Features Support Data Centers in Transition 
Brocade has added new features in ServerIron ADX software for even greater flexibility and delivery 
performance. ADX software release 12.2 includes enhancements to Transparent Cache Switching 
(TCS), Layer 7 switching and application delivery services for the Financial Information eXchange 

(FIX) protocol, and IPv6 gateway functionality for application 
delivery to IPv6 clients, It also includes an application response 
time predictor for balancing traffic loads on the basis of actual 
server responsiveness, a Web GUI management interface, and 
numerous new features that have been tested or certified 
interoperable with leading enterprise business applications. 
 
ServerIron ADX now seamlessly enables rapid, lower-cost 
deployment of IPv6 services in parallel with IPv4, with no need 
to wait until all internal application servers are migrated to IPv6.  
Providing a flexible solution for organizations seeking to 
leverage the power of IPv6, ADX provides an ideal platform for 
deploying IPv6- based HTTP, DNS and other TCP and UDP 
applications, and support IPv6 gateway and router functions 
such as interface addressing, default gateways, route 
advertisements, as well as static and dynamic routing 
protocols, and Layer 4-7 traffic and application health checks. 
 
ServerIron ADX can accept IPv6 requests arriving from IPv6 
clients and translate them into IPv4 requests for internal IPv4 
hosts.  It can also insert the original IPv6 client IP address in 
the HTTP request packets to that IPv4 hosts can use that 
information if required.   
 

BROCADE APPLICATION DELIVERY EXPERTISE 

Brocade has an extensive field and headquarters-based ADC staff that provides hundreds of man-
years of application delivery and Layer 4-7 experience to help our customers design, deploy and 
operate their application infrastructure. As a leading provider of networking solutions, and a 
committed partner to application developers, Brocade delivers the proven, high performance, and 
value-driven platforms today‘s demanding applications environments require.  
 
From enterprise data centers to the service provider core, Brocade has pioneered and developed 
extraordinary networking solutions that connect the world‘s most important information. Delivered 
directly and through global partners, the complete portfolio of Brocade high-performance local, metro-
, and wide-area switching, routing, security, and application delivery solutions can help today‘s data-
intensive organizations operate more efficiently and maximize the business value of their data.   
 
Learn more at http://www.brocade.com. 

Leading Layer 4-7 Throughput 
 
When the Tolly Group benchmarked the 
performance of the ServerIron ADX 10000 
in a number of demanding scenarios it 
concluded that the ADX leverages the 
power of 32 processing cores to deliver 
outstanding performance suitable for very 
demanding environments.  
 
Other Tolly Group findings concluded that:  

 32 application processing cores provide 
70 Gbps of aggregate Layer 7 
throughput 

 The ADX handles an estimated 18 
million Layer 4 transactions per second 
based on CPU usage at lower loads 

 The ADX delivers 1.5 million Layer 4 
connections per second at 93% CPU 
usage and supports an estimated 128 
million concurrent connections based on 
available sessions on application core 

 The ADX processes an estimated 17 
million DNS query requests per second 
based on CPU usage at lower loads and 
withstands DDoS attacks of over 119 
million attack packets per second 

http://www.brocade.com/
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Ensure Site Performance and 
Predictability When it Matters Most  
 
Web application performance has assumed a new business importance. E-Businesses need to constantly add 
subscribers and features to fuel their business growth. 
 
Today‘s modernized IT infrastructure requires a new breed of Application Delivery Controller (ADC) to support 
it — one that offers orders of magnitude greater I/O processing throughput over software-based solutions. 
 

 Retain customers & ensure great online experience 

 Grow revenue & acquire new customers with fast and predictable response times 
 

Introducing AppBeat DC – Industry’s best performing and most innovative ADC 

 
80 Micro Engines. Revolutionary Design.  
What defines the key criteria for selecting an Application Delivery Controller (ADC) solution? At Crescendo Networks, 
there is only one thing: Performance under peak load -- with all features turned ON. We call this ―feature concurrency‖ and 
it‘s the single, most important criteria for selecting an application delivery solution that is future proof and can withstand 
flash crowd events. In addition, the new HyperScale design architecture offers a powerful scale on demand solution. This 
optional software package creates an abstraction layer between the OS and the hardware, converting many AppBeat CN-
7000 units into a single, cascade-able ADC.  
  

 
   

Crescendo‘s AppBeat DC enables some of the most sophisticated web infrastructures in the world. AppBeat DC is known 
for its massively parallel architecture. Our purpose-built hardware design is what sets us apart. Like many of our 
competitors, we don‘t rely on a shared CPU architecture. Our hardware-based acceleration engines, coupled with a multi-
core CPU architecture (our standard OS allows very fast response to new feature requests), offload your servers from all 
the I/O related tasks and allow them to serve user requests even under massive HTTP traffic or extreme load. 



2010 Handbook of Application Delivery 

 

 
State-of-the-Market Report 

 

July 2010  Page 133 

 When to use AppBeat DC: 
 

 Need to scale on demand (HyperScale) 

 Require monitoring, alerting and historical trending 

 High volume HTTP traffic 

 Peak crowd events 

 Need to improve user experience 

 Massive application processing 

 DDoS security 

 Need to offload servers 

 Need to reduce IT footprint 

 Need for predictable performance 

 

Test your URL now – and learn how to 
optimize your site for speed and 
predictability:  
 
Crescendo's revolutionary ADC addresses the requirements of modern IT infrastructures. Innovative 
acceleration, virtualization and optimization features align application delivery resources with business policies, 
in real time. AppBeat DC significantly improves site response time and predictability when it matters most. 
 

 

http://www.crescendonetworks.com/performance-calculator.aspx
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Market Overview  
WAN optimization needs have changed from traditional bandwidth enhancement 
and application acceleration capabilities, to a more application-aware approach that integrates monitoring and layer 7 
QoS functionality to enable visibility and control over all applications 
traversing the WAN.  
 
Addressing performance and productivity challenges of an increasingly 
mobile and remote workforce, as well as being conducive to virtualized 
environments, WAN Optimization has moved from tactical deployment 
to strategic imperative that is a key enabler of IT initiatives today. 
 

Meeting Global Business Challenges - 
The Proximity Gap 
One size of WAN Optimization doesn‘t fit all. Solutions should be 
focussed upon addressing specific enterprise needs, and for this, 
some WAN Optimization solutions are more equal than others. Expand 
is focused on enabling accelerated delivery and guaranteed 
performance of business critical applications and services within 
virtualized WAN environments and across distributed enterprise 
infrastructures. 
 
As organizations struggle to meet global business challenges, while 
consolidating IT data and applications, they create a proximity gap 
between users and resources as the users and data center services 
move physically further apart from each other. This causes 
applications, files & services delivered over the WAN to suffer from 
performance challenges and can result in poor user productivity, failed 
IT projects, and impact the bottom line. 
 
Expand addresses the proximity gap by placing users in virtual 
proximity of their applications and data center services. Tightly 
integrating technologies provides greater control and optimization of 
the WAN, assuring the quality of user experience across complex 
network environments by delivering 4 to 10 times the bandwidth and 
delivering a constant SLA for the user via acceleration, optimization & 
Layer 7 QoS techniques over the existing WAN infrastructure. 
 

Enabling Strategic Initiatives  

Expand Networks‘ technology delivers maximum results by focussing 
on enabling the following strategic initiatives: 
 

 VDI - Expand is the only vendor that can successfully 
accelerate within Virtual Desktop Infrastructure (VDI) 
environments with applications such as Microsoft Terminal 
Services  (RDP), Sun Sunray (ALP), and Citrix XenApp (ICA) 
as well as being able to securely enable VMware/Terradici 
PCoIP offerings. Unlike competitive offerings, Expand works 
on the IP layer, this enables Expand to accelerate all IP & 
uniquely UDP applications over the WAN. 
 

 Server Based Computing and Virtualization - Expand‘s WAN 
Optimization software can be effectively integrated into virtual  

 

Key technologies – Any 
Application, Any Network 

o Automatic Layer 7 application 
monitoring & QoS engine: 

Provides unprecedented levels of 
visibility and control over a 
comprehensive list of 400 plus 
applications.  

 

o Compression technology: 

Using low latency, lossless 
techniques that work on all 
applications, Expand Networks 
consistently delivers average 
bandwidth increases between 100% 
and 400%, with peaks of over 
1,000%. 

 

o Byte-level caching 
techniques: Unique in its memory 

acceleration, not hard drive, for real-
time interactive and small packet 
applications, ensuring no duplicate 
data traverses the WAN and leaving 
the limited network resource to work 
on the business critical traffic.  

 

o Optimization and TCP 
Acceleration: Overcomes latency 

and can accelerate any application 
across any network to deliver a 
guaranteed and constant experience 
for the remote user. Expand 
Networks‘ interactive application 
acceleration enables more user 
sessions per remote location as well 
as speeding response times across 
the board. 

 

o WAFS & Virtual Server : With 

integrated ‗virtual server‘ technology, 
Expand enables complete branch 
office server consolidation by 
replacing the need for an additional 
branch office file server,  ensuring 
delivery of local DNS, DHCP and 
Print server functionality via the 
―Virtual Server features‖. 
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environments, such as VMWare 
Vsphere (ESX, ESXi). Today   
Expand is the only vendor that can 
successfully optimize server based 
computing protocols such as 
Microsoft Terminal Services (RDP), 
Citrix XenApp (ICA) and Sun Ray 
(ALP).  
 

 Server Consolidation - 
Expand‘s WAN 
optimization solution with 
its integrated ‗virtual 
server‘ technology enables 
complete server 
consolidation by replacing 
the need for an additional 
branch office file server. 
Expand‘s unique ―Virtual 
Branch Server‖ feature 
sets also enable to 
customer to replace 
features that used to be 
delivered by a remote 
server, such as DCHP, 
DNS and Printing, all within 
the AoS and not via third 
party plug-ins like other 
vendors. 

 

 Satellite Environments - 
satellite links fast 
becoming a scarce 
commodity, Expand‘s WAN 
optimization solution, with 
integrated Space 
Communication Protocol 
Standard technology, helps 
distributed organizations 
overcome the traditional 
low bandwidth, high 
latency obstacles that 
impede the speed and 
performance of 
applications and services 
over satellite links.  

 

Flexible Deployment from Datacentre to the Desktop 
Ensuring transparent integration into your existing network in your choice of virtual or physical platforms, Expand‘s 
technology is unique in its combined ability to be deployed within a virtualized infrastructure and to accelerate and control 
virtualized traffic out of it. As a truly virtualized solution Expand can also be deployed under traditionally challenging and 
extreme conditions such as on aircraft, mobile environments and remote and unattended locations. 
 
In addition, increased mobility and collaboration has become a critical enabler to breaking down traditional organisational 
boundaries and improve decision making, customer responsiveness and business productivity. Expand Networks‘ product  

Expand Enables Server Consolidation and  
Data centre Centralization  

Success at Kingspan Group 
 

Currently embarking on a company-wide centralization programme, Kingspan 
Group PLC - a global manufacturer of sustainable products for the construction 
industry - is consolidating its business operations into a centralized data center and 
has chosen Expand Networks Virtual and Physical Accelerators to provide WAN 
optimisation services. 
 

This follows a successful deployment at Kingspan Environmental, a division of 
Kingspan Group, where Expand enabled the implementation of a server 
consolidation strategy to simplify IT infrastructure and reduce costs. With business 
critical applications moving further away from users, Kingspan Environmental 
needed to ensure that WAN connectivity to remote office sites could cope with the 
increased demand the applications placed on the network. 
 
Expand prioritised Citrix traffic and maximised the throughput of the existing 
connections in order to maintain a consistent level of service to distributed offices. 
KingSpan Environmental then quickly moved to consolidate remote file servers 
with WAFS.  The Accelerators provided: 

 Reduced WAN latency and congestion and significant cost savings 

 Improvements in application performance of up to 2000%,  

 QoS function ensures the critical Citrix applications are prioritised and 
always available.  

 Wide Area File Services (WAFS) enabled the complete removal of remote 
file servers, replacing the remote office server functions including Print 
server.  

 

Looking to mirror this success, Kingspan Group has now enhanced its Expand 
deployment with the Virtual Accelerators in its new central data center and has also 
implemented ExpandView for the simple management of all its appliances. The 
Accelerators will control Citrix services and ensure network performance and 
application delivery for users as it embarks upon its transition to a centrally 
managed IT environment.  

 
 ―Peter Donnelly at Kingspan comments, ““The key to a successful consolidation or 
centralization strategy is understanding and considering the effect it will have on 
the network and its users. Expand’s integrated multi-service capabilities are 
delivering the network performance needed to maintain productivity and increase 
efficiency. The technology has year on year for the last 7 years capped our WAN 
cost at Expand enabled sites, where other non expand sites have seen costs goes 
up by as much as a factor of 3.  ” 
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range is designed to provide the same seamless user experience wherever users are – Headquarters, branch office, 
home office, airport, client site, train –  putting all data and applications in virtual proximity of users – virtually everywhere. 
 

APPLIANCE ACCELERATOR (ACC) - Expand Accelerators can be deployed in small and regional branch 

offices, as well as in data center environments that require scale and flexibility to survive in some of the largest and most 
complex networks. Expand Accelerators are available in both a hard drive and a non hard drive offering, and the 
optimization throughput ranges from 128 Kbps to 250 Mbps depending on product choice. Expand provides a pay as you 
grow licensing model for both datacentre and branch Accelerators, enabling users to simply upgrade a license to unlock 
more capacity support. 
 

VIRTUAL ACCELERATOR (VACC) - The Virtual Accelerator solution for virtualised datacentre environments 

delivers the most advanced levels of VMware integration of any leading WAN optimization vendor in the market today, 
enabling IT to leverage VMware‘s suite of services to deploy, manage, maintain and assure the Virtual Accelerator within 
the virtualized infrastructure. The VACC can also be deployed on servers at the branch office that have become 
redundant as a consequence of server consolidation, enabling the recycling of otherwise surplus hardware and supporting 
an efficient IT strategy.  
 
Deployed on VMware Server version 1.0 and 2.0, ESX version 3.5 and up and ESXi version 3.0 and up, the Virtual 
Accelerator fully integrates into the virtual infrastructure. Scalability is achieved by running multiple instances of the Virtual 
Accelerator on one or multiple physical servers and the VACC introduces high availability support that enables 
organizations to move the Virtual Accelerator from one server to another without losing the warm cache.  
 

MOBILE ACCELERATOR CLIENT (MACC) - The Mobile Accelerator Client (MACC) with unique HIVE 

technology transforms the economics of WAN optimization for smaller branch offices and mobile workers within medium 
to large sized businesses. The MACC‘s intelligent location detection provides increased flexibility and mobility as users 
can move around and the client will provide full WAN optimization capabilities regardless of location while also providing a 
distributed ‗Virtual Cache‘ for the small branch office (collective branch) avoiding the procurement dilemma of appliance 
versus multiple clients and IT footprint issues.  
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Meeting the Challenges of  
Today’s Distributed Enterprise  
by Juniper Networks  

 

Overview 
This document describes some of the most important reasons that more than 4,000 high-performance IT 
organizations globally have chosen the Juniper Networks® Application Acceleration solution to dramatically 
improve application performance.  

Challenges 
The business goal of today‘s high-performance enterprises—deliver new, differentiated products and services 
that wow customers—cannot be met without fundamentally changing the way they interact with customers, 
contractors, and partners. Therefore, these innovative enterprises have embraced new methods of connecting 
with customers and collaborating with partners—and seek to enhance their employees‘ productivity by 
enabling them to choose their workplace to suit the task.  
 

Meeting the Challenges  
Application acceleration solutions help businesses make more efficient use of their WAN resources and 
connect all employees, regardless of their location, by delivering LAN-like response times everywhere. 
 
Juniper Networks takes this a step further by integrating all these capabilities—and more —in a single solution 
to address the bandwidth, latency, contention, and manageability. Working together, these attributes—detailed 
in Table 1—help customers achieve the desired application performance.  
 
 

Table 1: Application Acceleration Problems and Requirements 

Problem Application Acceleration Requirements 

Limited WAN 

bandwidth 

Reduce the amount of traffic traversing WAN links through a 

combination of compression and caching features that make the 

most efficient use of existing resources 

WAN latency Accelerate a broad set of applications that make up the majority of 

WAN traffic and delivery technologies that compensate for 

inefficiencies of certain chatty protocols (TCP, MAPI, CIFS, and 

HTTP) over the WAN  

Application 

contention 

Deliver application control capabilities such as quality of service 

(QoS) that allow users to prioritize traffic flows to ensure sufficient 

bandwidth for critical business operations 

Management Provide visibility into application performance so users can 

understand, anticipate, and predict application behavior to make 

informed decisions 
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The Juniper Networks WXC Series Application Acceleration Solution 
Juniper Networks WXC Series Application Acceleration Platforms are based on a unique framework, which 
outlines the attributes defined previously and describes how specific features of the WXC Series solutions 
meet those requirements.  

 
 
Compression and Caching:  To satisfy compression and caching components, Juniper Networks integrates 
memory-based Molecular Sequence Reduction (MRS) compression technology, which increases WAN 
throughput up to 10 times by eliminating repeated data patterns from traffic flows traversing the WAN. MSR 
compression is complemented with Network Sequence Caching (NSC), which uses hard disks to recognize 
and store larger repeated patterns last seen days or even weeks earlier to increase throughput by up to 50 
times. 
 
Acceleration: Acceleration is delivered in the form of Packet Flow Acceleration (PFA) and Application Flow 

Acceleration (AppFlow) technologies. The PFA techniques—including Fast Connection Setup and Active Flow 
Pipelining—combat the effects of TCP latency by accelerating connection setup and substituting a more 
efficient client transport across the WAN. For lossy networks, an additional PFA feature—forward error 
correction (FEC)—makes use of recovery packets to reconstruct lost data, eliminating the need for 
retransmissions. 
 
Application Control:  WXC Series delivers application control capabilities via QoS and Policy-Based 
Multipath capabilities. QoS is combined with bandwidth management tools to ensure bandwidth is always 
available for delay-sensitive applications such as VoIP. Policy-based Multipath keeps designated flows to a 
specific WAN link when multiple options are available. 
 
Visibility:  The WXC Series solutions integrate visibility and reporting functions that arm IT with a set of 

monitoring and management tools for controlling application performance over the WAN. Juniper Networks WX 
Central Management System  provides system-wide visibility into WAN performance while the WebView 
device management software enables IT to configure and manage individual appliances from a central 
location.  

Going Beyond Acceleration 

Junos Pulse 
Junos Pulse is a dynamic, integrated network client. A core component of Junos Platform, Pulse delivers 
integrated, anytime/anywhere connectivity, acceleration, and security, while drastically simplifying user 
experience. With Junos Pulse, users no longer need to interact with network access and security software. 
From any location, users simply supply their credentials and Junos Pulse takes care of the rest. 
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Junos Pulse enables fast, easy, secure access to corporate networked and cloud-based data and applications 
from mobile devices and smartphones. Enterprises and service providers can deploy granular role and device-
based security policies when provisioning mobile handset and device access. Plus Pulse can increase 
smartphone sales, per unit revenues, retention rates, and customer satisfaction for service providers and 
mobile operators. 

Scalability  

What flows from the rigorous and integrated approach is unmatched scalability of Juniper Application 
Acceleration solutions. Juniper operates arguably the largest WAN optimized networks in the world40. This is 
made possible because Juniper Networks WXC Series Application Acceleration Platforms are built to support 
mission-critical services that should be deployed pervasively and not limited to select remote sites with low 
bandwidth, high-latency links. 
 

Diversity of Product Portfolio 

Juniper‘s diverse portfolio is cited as one of the main reasons independent analysts recommend Juniper 
Networks should be on your short list. The WXC Series solutions are available as a software client (see Junos 
Pulse above) for mobile employees, small and medium appliances for branch offices, and high-end systems for 
data centers. For branch offices with pre-existing Juniper Networks J Series Services Routers, the WXC Series 
ISM blade is ideal. Additionally, the WX client software is fully compatible with the award-winning Juniper 
Secure Access (SSL VPN) solutions. 
 

Conclusion 
The optimization speed, ease of deployment, and security integration of Juniper Networks WXC Series 
Application Acceleration Platforms—along with Juniper‘s award-winning technical support capabilities—can 
effectively enhance performance and collaboration of your enterprise.  
 
The ROI of a typical Juniper Application Acceleration deployment is from six months to a year. When making 
your selection, focus on scalability and stability of the product feature set and choose a vendor with a strong 
track record of support and operational maturity. 
 

For further information about the WXC Series Application Acceleration Platforms, technical 
features, multimedia demos, case studies, and ROI tools, visit 
http://www.juniper.net/us/en/products-services/application-acceleration/ or call Juniper at 
866.298.6428 (in the U.S.) or 978.589.0500 (outside the U.S.). 

                                                 
40

 Please contact a Juniper sales representative for specifics of the customer case study. 

http://www.juniper.net/us/en/products-services/application-acceleration/
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Application Delivery on Time and 
Uninterrupted 

 

With End-to-End, Borderless Visibility 
Application visibility has become increasingly critical for managing your network. Business objectives require the 

assurance of continuous, prompt delivery of mission-critical applications across the enterprise. However, a growing mobile 

workforce, the explosion of new applications, and increased use of virtual networks brings a greater risk of disruptions in 

application and network performance, as well as exposure to threats from malware, data loss, and other security 

breaches. 

 

How do you ensure uninterrupted, on-time global application delivery while simultaneously optimizing network 

performance and protecting business assets? End-to-end, borderless visibility of the network, including performance 

metrics, is key to your success in this effort. 

A Unified View across Physical and Virtual Networks 
Lancope®, Inc., the leader in flow-based collection and analysis, enables organizations to maximize limited resources and 

minimize costs by providing visibility solutions for security, network, and virtual operations. Lancope‘s StealthWatch 

System® combines powerful network performance monitoring and behavior-based anomaly detection to deliver total 

visibility from a single, integrated platform across both physical and virtual networks. 

StealthWatch delivers the six critical components necessary to provide the unified visibility that removes borders between 

the various IT groups and brings them together to facilitate planning, network and application optimization, network and 

security management, and access control. 

Baselining 
StealthWatch leverages existing network infrastructure by 

gathering packet-level statistics and analyzing NetFlow and 

sFlow telemetry inherent in Cisco, Brocade, Extreme, HP 

ProCurve, or Juniper network environments. As flows enter 

StealthWatch, flow collectors generate and track flow statistics 

to build a baseline of behavior, including typical application 

usage, for each asset involved in traffic on the network. 

Baselining enables StealthWatch to establish thresholds and 

policies automatically to distinguish between normal versus 

anomalous traffic in real time and alarm accordingly. In 

addition, baselining provides a reference from which 

organizations can measure service quality and the 

effectiveness of application delivery by quantifying response 

time, utilization, and delay of applications, as well as various 

IT resources including servers, WAN links, and routers. 
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Security 

Security issues can cause application and network performance degradation, as well as result in regulatory compliance 

issues and compromised business assets. Applications can carry viruses and worms that can impair network 

performance. File-sharing applications can violate regulatory mandates. Use of recreational and Web applications can not 

only reduce productivity, but also create competition for bandwidth. In addition, poorly controlled access can lead to loss 

of critical business information. Unlike traditional perimeter-based security technologies, StealthWatch provides a simpler, 

less expensive, and more effective means of enforcing corporate policies and protecting internal networks in real time 

against zero-day attacks, internal misuse, and unauthorized network exposures. 

 

Response 

To keep end users happy with the quality of their application and network experience, you must be able to identify and 

resolve issues quickly. By taking a comprehensive approach to monitoring network performance, StealthWatch enables 

faster response to any incident that affects overall network integrity and individual application delivery. By prioritizing 

anomalous host behavior, administrators can recognize immediately the impact of any unexpected network event – 

anywhere within the enterprise. This insight delivers more efficient network operations and compliance with security 

policy. The end result is faster identification and resolution of any unexpected network behavior, regardless of its source. 

Optimization 

StealthWatch assures network availability and integrity by presenting a combined security and network operations 

optimization solution that is flexible enough to provide visibility within a complex network while uncovering network issues 

before they wreak havoc. StealthWatch enables overburdened network and virtual operations administrators to: 

 Increase overall network efficiency 

 Effectively manage the enterprise network across platforms 

 Minimize the time, complexity, and cost of network and virtual operations 

Reporting 
Each StealthWatch operator receives a personalized dashboard view with actionable information, based on his/her role 

within the IT organization. When network engineers log in, they immediately access traffic trending reports, top talker lists, 

interface utilization information, and other relevant network operations information. Similarly, security operations 

personnel receive information related to worm activity, covert communication channels, policy violations, and security-

related issues. Other IT groups (e.g., help desk, server administrators) also have customized dashboards that provide 

unique views of the network catered specifically to their unique operational and reporting needs. 

 

Monitoring 
Extending its capabilities across both physical and virtual environments, StealthWatch continuously monitors and 

analyzes network traffic down to individual end user transactions to detect and address configuration problems, 

inefficiencies in resource allocation, security violations, and policy violations before any failure or degraded performance 

occurs. 
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Benefits of the StealthWatch Approach 
Scalability – Easily scales to large, medium, and small networks providing security, network, and virtual operations with 

the visibility required to ensure prompt, continuous application delivery from the server to the end user. 

Optimized Performance and Security – Enables operators to identify root cause within seconds using unique 

drill-down features, thereby reducing network mean time to resolution (MTTR), which ensures continuous availability and 

protection. 

Reduced Cost of Ownership – Minimizes the need for disparate tools and personnel, allowing organizations to 

reduce overall application, network, and security management costs. 

 

Get StealthWatch for the Unified Visibility You Need 
See how StealthWatch provides you with a comprehensive view of application delivery, network operations, and security 

across the entire enterprise, including physical and virtual environments – all from a single, integrated platform.  

For more information on StealthWatch and to view a demonstration, visit: 

http://www2.lancope.com/appdelivery  

http://www2.lancope.com/appdelivery
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analyze and plan 

 we discover what transits your network 

 we find root causes of poor application performance 

 we model application changes and discover impacts 

 we understand end-user expectations 

 we recommend parameter improvements 

application delivery handbook: 
a guide to decision making in  
challenging times 

 

 
be competitive  
we help you perform at peak performance and reduce costs 
To enhance the efficiency levels required for multinational enterprises to 
successfully face competitive challenges, Orange Business Services offers 
Business Acceleration – a full suite of services that brings focus, control and 
improve response time of those applications that are critical to your business, 
wherever you operate around the globe. You gain a service level agreement that 
ensures the performance of your applications and a realm of service options that 
can support your strategy during this challenging economic climate. And if you are 
considering moving some of your applications into the cloud, Business Acceleration 
can ensure that their performance, as well as the performance of in-house services, 
is optimized.  
 

we can get your business moving 
With Business Acceleration, Orange Business Services helps multinational companies to achieve:  
faster go-to-market service deployment 
higher end-user productivity 
optimized resources adaptable to business change 
rapid ROI 
lower TCO 

These are achieved through solutions providing visibility, monitoring and performance management of your applications 
and the underlying infrastructure. 
 
The cloud computing model, which involves hosting applications in the network, often in a third-party‘s data center, makes 
the ability to control the performance of your critical applications even more paramount. Because Business Acceleration is 
available on ours and other vendor‘s networks, it enables you to monitor and manage this performance end-to-end, thus 
ensuring that cloud computing delivers its benefits without hindering your business. 

analyze, plan and optimize 
Business Acceleration delivers a solution in two phases, which helps you gain end-to-end visibility into your 
communications infrastructure and business-critical applications.  
 
In the analyze and plan phase, we use a methodology that determines the performance model and the solution 
recommendations for your applications and business needs utilizing the following capabilities:  

 
Taking a top-down approach, we understand your 
application usage as it relates to the critical business 
processes and transactions it supports, including the user 
experience and expectation of application performance. 
Incorporating network and infrastructure data, we establish a 
benchmark for the application profile in its current state. 
Then, taking your business requirements and any SLA 
targets for that application, we define the performance 
model and solution that will best meet those requirements. 

This methodology is shown in the following diagram. 
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optimize 

 we accelerate your applications, even those using cloud-based infrastructures 

 we optimize bandwidth usage 

 we guarantee resilience and agility of the IT infrastructure supporting your applications 

 we reduce end-user problems 

 we deliver on and off the Orange network 

 we provide OPEX and CAPEX service models 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Working with you, we define a business case, quick wins and a transition plan to meet your service assurance 
expectations, network optimization, application performance and strategic business objectives. Our recommendations and 
guidance promote a better end-user experience as well as a measurable return on investment. 
 
From the analyze and plan phase deliverables, the objective in the optimize phase is to implement a solution that reduces 
operational costs while improving performance. We can help you achieve this objective with the following capabilities: 
 

three service 
models  
We offer three Business 
Acceleration service 
models that support many 
different scenarios and 
network and data center 
environments, whether you 
prefer to retain control of 
some of your IT 
environment or want to 
fully outsource.  
 
The ―integrator‖ model is best for those who require more customized premise-based solutions in high-changing IT 
environments and over multiple networks.   
 
The ―network-centric‖ model is for those who want to outsource their network and all performance management, including 
application performance, using a standard and cost-effective solution built on the Orange IP VPN network. This service 
model includes the option for an application SLA. 
 
The ―managed IT services‖ model focuses on meeting data center requirements, from application and server hosting to 
full data center outsourcing, including application management. This service model also includes the option of an 
application SLA. 
 
All of these models are supported by our solution lifecycle: assess, design, implement and manage; and our supporting 
set of practices: consulting, project management, service management and field services – with dedicated competency 
centers and experts. 
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the result 

With Business Acceleration, you could experience the same results as our other customers: 
increase WAN capacity threefold at no extra cost and improve employee productivity by 50% 
reduce total data traffic by 31% and application traffic by 62%  
gain 80% more usage of IP VPN by shifting less critical application traffic to the Internet using application performance management 
save 17% on network TCO using application acceleration solutions 
reduce application deployment timeframes from nine months to three months with application pre-deployment analysis 
achieve 99.9% application availability and up to 27% TCO reduction by outsourcing IT infrastructure management to Orange 

why Orange Business Services? 
application performance SLA commitments 
vendor-agnostic, unbiased recommendations truly addressing your needs, current ICT infrastructure and application mix 
end-to-end approach maximizing performance and costs by considering both network and IT  
solutions available on and off the Orange network 
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Packet Design Solutions:   
Packet Design‘s IP routing and traffic analysis solutions empower network management best 
practices in the world‘s largest and most critical enterprise, Service Provider and Government 
OSPF, IS-IS, BGP, EIGRP and RFC2547bis MPLS VPN networks, enabling network managers to maximize network 
assets, streamline network operations, and increase application and service up-time. 
 

Route Explorer: Industry-Leading Route Analytics Solution 
Optimize IP Networks with Route Explorer 

 Gain visibility into the root cause of a signification percentage of application performance problems. 

 Prevent costly misconfigurations 

 Ensure network resiliency 

 Increase IT‘s accuracy, confidence and responsiveness 

 Speed troubleshooting of the hardest IP problems 

 Empower routing operations best practices 

 Complement change control processes with real-time validation of routing behavior 

 Regain network visibility across outsourced MPLS VPN WANs 
 

Deployed in the world’s largest IP networks 
400+ of the world‘s largest enterprises, service providers, government and military agencies and educational institutions 
use Packet Design‘s route analytics technology to optimize their IP networks. 
 

Overview of Route Explorer 
Route Explorer works by passively monitoring the routing protocol exchanges (e.g. OSPF, EIGRP, IS-IS, BGP, 
RFC2547bis MPLS VPNs) between routers on the network, then computing a real-time, network wide topology that can 
be visualized, analyzed and serve as the basis for actionable alerts and reports. This approach provides the most 
accurate, real-time view of how the network is directing traffic, even across MPLS VPNs. Unstable routes and other 
anomalies – undetectable by SNMP-based management tools because they are not device-specific problems – are 
immediately visible. As the network-wide topology is monitored and updated, Route Explorer records every routing event 
in a local data store. An animated historical playback feature lets the operator diagnose inconsistent and hard-to-detect 
problems by ―rewinding‖ the network to a previous point in time. Histograms displaying past routing activity allow the 
network engineer to quickly go back to the time when a specific problem occurred, while letting them step through 
individual routing events to discover the root cause of the problem. Engineers can model failure scenarios and routing 
metric changes on the as-running network topology.  Traps and alerts allow integration with existing network 
management solutions. Route Explorer appears to the network simply as another router, though it forwards no 
traffic and is neither a bottleneck or failure point. Since it works by monitoring the routing control plane, it does not 
poll any devices and adds no overhead to the network. A single appliance can support any size IP network, no matter 
how large or highly subdivided into separate areas. 
 

Traffic Explorer: Network-Wide, Integrated Traffic and Route Analysis 
and Modeling Solution 
Optimize IP Networks with Traffic Explorer 

 Monitor critical traffic dynamics across all IP network links 

 Operational planning and modeling based on real-time, network-wide routing and traffic intelligence 

 IGP and BGP-aware peering and transit analysis 

 MPLS VPN service network traffic analysis 

 Network-wide and site to site traffic analysis for enterprise networks utilizing MPLS VPN WANs 

 Visualize impact of routing failures/changes on traffic 

 Departmental traffic usage and accounting 

 Network-wide capacity planning 

 Enhance change control processes with real-time validation of routing and traffic behavior 
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Traffic Explorer Architecture: 
Traffic Explorer consists of three components: 

 Flow Recorders: Collect Netflow information gathered from key traffic source points and summarize traffic flows 

based on routable network addresses received from Route Explorer 

 Flow Analyzer: Aggregates summarized flow information from Flow Recorders, and calculates traffic distribution 
and link utilization across all routes and links on the network. Stores replayable traffic history 

 Modeling Engine: Provides a full suite of monitoring, alerting, analysis, and modeling capabilities 

 

Traffic Explorer Applications 
Forensic Troubleshooting: Traffic Explorer improves application delivery by speeding troubleshooting with a complete 

routing and traffic forensic history. 
 
Strengthened Change Management: Traffic Explorer greatly increases the accuracy of change management Processes 
by allowing engineers to model planned changes and see how the entire network‘s behavior will change, such as if there 
will be any congestion arising at any Class of Service. 
 
Network-Wide Capacity Planning: Using its recorded, highly accurate history of actual routing and traffic changes over 
time, Traffic Explorer allows engineers to easily perform utilization trending on a variety of bases, such as per link, CoS, or 
VPN customer. Traffic Explorer ensures application performance and optimizes capital spending by increasing the 
accuracy of network planning. 
 
Disaster Recovery Planning: Traffic Explorer can simulate link failure scenarios and analyze continuity of secondary 

routes and utilization of secondary and network-wide links. 
 

Overview of Traffic Explorer 
Traffic Explorer is the first solution to combine real-time, integrated routing and traffic monitoring and analysis, with ―what-
if‖ modeling capabilities. Unlike previous traffic analysis tools that only provide localized, link by link traffic visibility, Traffic 
Explorer‘s knowledge of IP routing enables visibility into network-wide routing and traffic behavior. Powerful ―what-if‖ 
modeling capabilities empower network managers with new options for optimizing network service delivery. Traffic 
Explorer delivers the industry‘s only integrated analysis of network-wide routing and traffic dynamics. Standard reports 
and threshold-based alerts help engineers track significant routing and utilization changes in the network. An interactive 
topology map and deep, drill-down tabular views allow engineers to quickly perform root cause analysis of important 
network changes, including the routed path for any flow, network-wide traffic impact of any routing changes or failures, 
and the number of flows and hops affected. This information helps operators prioritize their response to those situations 
with the greatest impact on services. Traffic Explorer provides extensive ―what-if‖ planning features to enhance ongoing 
network operations best practices. Traffic Explorer lets engineers model changes on the ―as running‖ network, using the 
actual routed topology and traffic loads. Engineers can simulate a broad range of changes, such as adding or failing 
routers, interfaces and peerings; moving or changing prefixes; and adjusting IGP metrics, BGP policy configurations, link 
capacities or traffic loads. Simulating the affect of these changes on the actual network results in faster, more accurate 
network operations and optimal use of existing assets, leading to reduced capital and operational costs and enhance 
service delivery. 
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Achieving Optimal Application Delivery 
Efficiency and Cost Reduction for 
Cloud Computing, Virtualization, SOA, 
and More    

 

 
In today‘s competitive business landscape, every business looks for solutions and processes to enable key 
business drivers, such as increasing productivity, business agility, business continuity, globalization, and 
regulatory compliance. As such, enterprises and carriers alike are focusing their efforts on key next-generation 
initiatives such as cloud computing, virtualization, service oriented architectures, and more. The primary goal in 
addition to driving essential business results is keeping a keen eye on and control over costs.   
 
What organizations may not know is that application delivery plays a critical role in the efficacy of these 
initiatives. The delivery of applications is at the core of these initiatives. Get it right and you can ensure 
business objectives are met in line with cost mandates. Get it wrong and the benefits these initiatives espouse 
to produce are either elusive – or worse – these initiatives result in negative consequences at both the 
operational and fiscal level. No matter which initiative is pursued, you need to keep in mind specific 
capabilities: right-sizing in terms of capacity planning for today, tomorrow or down the road; flexibility of 
procurement method to address shifting budget allowances; maintenance of the utmost performance, service, 
and security needs no matter what the current-state is; optimal product lifecycle and TCO levels; and support 
of the most demanding requirements that this next generation of initiatives can impose.               
 

On-Demand Scalability and “Pay-as-you-Grow” Approach  
Radware‘s ADC solution is powered by the innovative OnDemand Switch hardware platform, which has 
established a new price/performance standard in the industry and delivers breakthrough performance and 
superior scalability to meet evolving network and business requirements. Based on its on-demand, ―pay-as-
you-grow‖ approach, no forklift upgrade is required even when new business requirements arise. This helps 
companies guarantee short-term and long-term savings on CAPEX and OPEX for full investment protection. 
Radware‘s OnDemand Switch enables customers to pay for the exact capacity currently required, while 
allowing them to scale their ADC throughput capacity and add advanced application-aware services or 
application acceleration services on demand to meet new or changing application and infrastructure needs. 
And it does it without compromising on performance. Radware‘s ―pay-as-you-grow‖ approach top-level 
business benefits include:  

 Overcome capacity planning challenges and reducing risk associated with data center growth 

 Eliminate large-scale upgrade projects that are required every time you max out the capacity of your 
switches  

 No need to design, test, stage, install and debug a new hardware device 
 

On Demand Throughput Scalability  
Due to the increasing complexity of applications, technologies and capacity, application delivery solutions need 
to meet the growing requirements with more sophisticated, powerful switching capabilities. OnDemand Switch 
meets business growth demands by enabling customers to scale up performance by increasing throughput 
without a hardware replacement, in fact, even without a device reboot. Customers may start with a certain 
bandwidth requirement to meet their current business needs, and later on when the business grows, scale up 
without a forklift upgrade. Customers can upgrade from as little as 200Mbps with increments of performance  
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up to 4Gbps or from 8Gbps up to 
20Gbps of application delivery using 
the same hardware platform by 
simply using innovative software 
upgrades. As a result, customers can 
meet all their business growth needs, 
improve uptime and meet SLA for 
mission-critical applications. 
Consequently, not only are business 
requirements met, but it is 
accomplished with no hardware 
replacements and no downtime.  
 

On Demand Service Scalability  
Armed with Radware‘s APSolute OS 
―application-aware‖ functionality, 
OnDemand Switch offers the 
broadest functionality in the 

Application Delivery market needed to make mission-critical applications perform well and remain up and 
secured. Radware‘s APSolute OS offers the widest set of additional services, guaranteeing that the end-user 
experience will be satisfying. By simply applying a new software license, the IT staff can implement on-the-fly 
the following services:  

 Application Acceleration Services – such as SSL offloading, TCP multiplexing, compression, caching, 
TCP optimization and more.  

 Bandwidth Management (BWM) – Enforces bandwidth policies and prioritizes user transactions so that 
application responsiveness for critical transactions is guaranteed.  

 Application Attach Prevention – Assures that attacks will not degrade the application performance and 
blocks attackers from exploiting your application.  

 Denial of Service (DoS) Protection – Protects applications and servers from known and zero-day DoS 
attacks using behavior-based technology. Detects traffic anomalies and filters out only the attack traffic 
while maintaining the uninterrupted flow of legitimate traffic.  

 Global Solution – Radware‘s patented global load balancing technology addresses disaster recovery 
requirements and provides business continuity by enabling load balancing of business-critical traffic 
between different geographical sites.  

 
OnDemand Switch delivers this wide range of advanced services to address the most prominent data center 
challenges, without compromise on performance. 
 

Platform Longevity Guarantee 
Introducing a platform into a data center is a long and costly process that involves evaluation, certification, 
development, deployment and training. Forklift upgrade of certified products results in an extremely expensive 
process and affects IT productivity. Rapid forklift upgrade, initiated by the vendor‘s End of Sale (EoS), is a 
source of significant customer frustration. Radware confirms that it will continue selling its OnDemand Switch 
products for the next five years. This provides customers with the following business benefits:  

 Extended platform lifetime – as it is sold for at least the next five years.  

 Platform standardization and operational simplicity reduce OPEX on maintenance, training and spare 
units.  

 

 
AppDirector x08 and x16 on OnDemand Switch: Layer-7 Transactions per 

Second. For more performance charts on throughput and response time, please visit 
http://www.radware.com/Products/ApplicationDelivery/AppDirector/default.aspx. 

http://www.radware.com/Products/ApplicationDelivery/AppDirector/default.aspx
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The extended lifetime of the OnDemand Switch platform is achieved through its breakthrough architecture 
design, industry leading performance and low latency, as validated by the Tolly Group.  
 

OnDemand Switch platform longevity, combined with the platform performance leadership and the scalability 
options, enables you to achieve full business benefits with CAPEX and OPEX savings. 

 

Enabling New Cloud Networks   
Radware offers solutions that allow cloud providers and enterprises alike, to construct ―cloud ready networks‖, 
which address both current and future requirements of cloud networking and cloud application delivery.  
Radware ADC solution not only ensures full availability, maximum performance and complete security of cloud 
networks, but it also delivers several unique capabilities in the industry such as cloud elasticity and self-serving 
on-demand application delivery resources that allow to extract more value from cloud-computing environments. 
 

Cloud Elasticity 
Radware‘s solution for Cloud Providers (CP) helps providers by elastically adding and removing computing 
resources when needed. By monitoring the performance levels of an application, Radware‘s solution manages 
the provisioning of computing resources in an elastic manner, both per single data center and across multiple 
data centers, while taking into consideration the available capacity within each data center in a way that 
guarantees the best response time for the end user. 
 

Self-Serving On-Demand Application Delivery Resources 
Radware ADC solution supports all the capabilities required from a self-served network element, thus ensuring 
the Infrastructure-as-a-Service (IaaS) providers can now increase their revenue from their existing network 
infrastructure. The list of capabilities includes: advanced traffic redirection and application acceleration 
capabilities; a northbound interface to the provider‘s management systems, through which the ADC can be 
provisioned by each customer according to his or her needs; monitoring, metering, and reporting capabilities 
which allow for billing customers according to their ADC usage; and role-based access which guarantees users 
can only access their assigned resources. 
 
For example, customers can easily add a new VIP to the ADC representing their hosted application, and the 
ADC will automatically measure the traffic and number of users approaching the configured VIP. 
 
In addition, Radware‘s unique on-demand ADC allows for easily adding additional throughput and application 
delivery services on the existing ADC without the need to replace the hardware (all that is needed is a simple 
license upgrade). This allows for cost-effectively accommodating future growth in the number of users, 
applications, and traffic served by the ADC. This results in increased return on investment (ROI) and reduced 
CAPEX of the application delivery infrastructure, and generating even more revenue out of the same device. 
 
For example, an IaaS provider can offer not only application delivery as a service on the same ADC, but also 
application acceleration capabilities as add-on services with no concern for the possible performance impact 
on the ADC. 
 
 

Addressing Data Center Virtualization Challenges 
Afar from enabling new cloud networks, Radware ADC solution delivers unique offerings for the virtual data 
center, enabling to dynamically, ―on-demand‖ allocate virtualization resources, optimize users‘ Quality of 
Experience (QoE), simplify operations and significantly reduce risk. 
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OnDemand Resource Allocation and QoE Optimization  
VirtualDirector, a part of Radware ADC solution, is an application delivery optimization solution for the 
virtualized data center, which provides real time dynamic allocation of data center resources based on 
business events, ensuring positive user experience and improving response time. The solution aligns virtual 
data center operations with business policies while optimizing the use of virtual resources to further generate 
CAPEX and OPEX savings.  
 
With VirtualDirector, Radware ADC solution guarantees that the resources available to each application are 
aligned with actual business needs. VirtualDirector is capable of learning the dynamic priority of applications 
based on tracking the business event data of each end-user transaction. By analyzing transactions, it can 
trigger actions that can optimize, in real-time, virtual resource allocation according to the dynamic priority of the 
application(s). Built-in integration with Radware‘s AppDirector additionally provides real-time network 
bandwidth allocation according to this ―business-aware‖ information. 
 

Automatically Adapt the ADC to Virtual Infrastructure Configuration Changes 
vAdapter, Radware‘s operational tool for the virtual data center, ensures that any change in the virtual 
infrastructure (VI) -- impacting the ADC configuration -- is automatically synchronized with the ADC in real-
time, without manual configuration of the ADC or coding any complex scripts. 

With vAdapter, Radware ADC solution enables IT administrators to easily map a cluster of VMs that define a 
service in the virtual environment to its corresponding ADC configuration. For instance, once a new VM is 
added to the virtual service cluster, vAdapter automatically reconfigures the ADC in real-time, so that the 
respective server is added to the service farm or group accordingly.  Therefore, vAdapter eliminates the need 
for: 

 Frequent manual configuration updates to the ADC 
 Constant coordination between network and server teams 
 Scripting and manual configuration of the virtual environment 

Addressing Service Oriented Architecture (SOA) Challenges 
Radware ADC solution guarantees optimal SOA delivery, by providing the foundational infrastructure to enable 
secure, high-performance XML and Web services communications for mission-critical applications.    
 
While XML provides a structured way to add context to data for sharing among applications, it is very data 
intensive and can take 30 to 50 times more bandwidth than other protocols. Radware ADC solution delivers 
performance gains by offloading tasks to dedicated hardware, offloading servers. 
 
In addition, Web services security is enhanced as Radware ADC solution provides business-level protection 
from both non-deliberate and malicious attacks. Web services traffic is examined for attacks and malicious 
activity without altering or rewriting applications, quickly delivering complete and accurate application security 
without modifying Web services. 

 

Conclusion 
Radware‘s ADC solution provides customers with significant cost savings and the highest ROI to satisfy the 
need to drive greater cost reductions without sacrificing business agility, efficiency, and productivity:  

 Eliminates the cost of server & business application downtime which can equate to up to 2.5% of 
revenues.  

 Improves network and server utilization from 15-20% to 80% on average (through server and link 
optimization).  
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 Server process offloading (SSL, Web services) can save up to 95% of server capacity and reduce the 
total number of servers needed.  

 Eliminates the cost of productivity losses due to slow response which can waste up to 1% of revenues  

 Full investment protection and extended platform life time with on demand scalability (up to 50% 
savings on CAPEX).   Radware‘s ―Pay-as-you-Grow‖ approach eliminates forklift upgrade – while 
there‘s no need to overspend on the initial solution  

 Increased savings on OPEX through reduced electricity, cooling, and space costs thanks to platform 
standardization and an energy efficient solution (up to 60% savings on OPEX).  

 Superior application delivery cost-effectiveness with over 8x better cost per TPS over five years.  

 On demand, dynamic capacity allocation, which increases savings on CAPEX and OPEX by up to 40% 
by reducing the amount of servers needed.  
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Data Center Class WAN Optimization 
 

A New Level of WAN Performance and Scalability 
What is ―data center class‖? 
 
In the world of WAN optimization, data center class products are designed to support high capacity 
WANs and a diverse mix of applications.  When WAN optimization is the most challenging, these are 
the products you trust. 
 
This is Silver Peak‘s specialty.   
 
Silver Peak‘s NX and VX appliances provide the highest end-to-end throughput of any WAN 
optimization solution on the market.  By employing real-time network optimization techniques, Silver 
Peak benefits all enterprise IP applications.   
 
With Silver Peak‘s WAN optimization solution, large amounts of data can be moved across long 
distances.  In addition, enterprises save money by avoiding WAN bandwidth upgrades and leveraging 
cost effective MPLS and Internet VPN technologies.  This is achieved with industry leading scalability, 
performance and reliability, making Silver Peak strategic to a variety of data center class initiatives, 
such as data center consolidation, disaster recovery, server centralization, and desktop virtualization.   
 

Silver Peak – the Leader in Data Center Class WAN Optimization 
Almost all of Silver Peak‘s optimization techniques occur at the network layer of the protocol stack.  
This enables the following unique advantages: 

 High Capacity:  Silver Peak‘s 

appliances offer 3x – 7x the LAN/WAN 

throughput, disk capacity, and 

simultaneous flows as the next closest 

WAN optimization solution.  This means 

that significantly less Silver Peak 

hardware is required to support high 

capacity WAN environments, making 

Silver Peak over 50% more cost effective than the completion in large enterprises networks. 

 Optimize ALL IP applications – Silver Peak‘s real-time Network Acceleration, Network Integrity, 

and Network Memory™ techniques benefit all IP traffic.  They are completely independent of 

transport protocols and software versions, providing enormous flexibility and growth potential.  In 

addition, Silver Peak adds very low insertion latency when performing these techniques, making 

the solution ideal for real-time traffic like Voice over IP (VoIP), video, and virtual 

desktops/applications (in addition to traditional applications, like file, email and web).   
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By delivering the highest capacity 
solution that optimizes the most 
applications, Silver Peak delivers a true 
data center class WAN optimization 
solution. This makes Silver Peak 
strategic to the following enterprise 
initiatives, all of which require data 
center class WAN optimization:  
 

Data Center Consolidation 
Reducing the number of data centers 
serving large enterprise networks can 
lower operational expenditures (OPEX) 
and reduce facility costs.  However, this 
can extend the distance between users 
and information, which can hamper 
application performance and make it 
difficult to migrate data in a cost effective (and timely) manner.    
 
With data center class WAN optimization, enterprises can put data centers where they make the most 
business sense.  These data centers can become operational quicker, and they can efficiently serve 
geographically distributed users, across varying types of WAN connections.   
 

Disaster Recovery  
There is a growing trend to backup/replicate more date to offsite locations via the WAN.  This involves 
moving large amounts of information between data centers, which can become difficult as data 
volumes grow and distances increase between enterprise locations. As a result, enterprises are often 
forced to limit the amount of data that is being protected during backup and replication processes.  
In addition, some key disaster recovery initiatives, like SAN replication, have historically been 
deployed on a dedicated WAN for performance reasons.  This compounds the cost of data protection. 
With data center class WAN optimization, enterprises can move more data across longer distances.  
In addition, storage environments can be converged with other applications onto a single shared 
WAN, saving enterprises a significant amount of money in ongoing bandwidth expenditures – over 
50% in many instances. 
 

Server and Storage Centralization (e.g. cloud computing) 
There are cost, management, security, and compliance benefits associated with getting servers out of 
branch offices and into centralized data centers (or cloud environments).  All too often, however, 
enterprises look at this initiative exclusively from a branch office perspective, ignoring the scalability 
and performance issues that arise within the data center when many users are accessing resources 
housed there.  
Bandwidth constraints, flow limits, and congestion, for example, are especially problematic within the 
data center when servers are centralized.  A data center class WAN optimization solution is required 
to address these challenges.  

 
Silver Peak employs real-time network optimization techniques to overcome common 

WAN bandwidth, latency, and quality challenges 
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Virtual Desktop Infrastructure (VDI)  
VDI is the classic thin client application, with connection brokers, hosts, servers, and storage often 
located in data centers.  Because virtualized applications and desktops are highly susceptible to 
latency and packet loss, the farther users are from these data centers, the more difficult it is to ensure 
adequate performance.   
 
As VDI deployments grow in size, it becomes increasingly difficult to deliver a consistent application 
experience.  For one, remote users are often connected via different types of WANs (with varying 
levels of bandwidth, latency, and quality).  Secondly, data centers are required to support thousands 
of simultaneous desktop connections, which present a unique scalability challenge. To ensure 
successful virtual application and desktop deployments, enterprises required a data center WAN 
optimization solution that is designed for both scalability and performance.   
 

An Enterprise-Wide Solution 
Who uses data center class WAN optimization?  Leading enterprises who are involved with strategic 
data center consolidation, disaster recovery, server centralization and virtualization initiatives.  Here 
are some examples: 
 
 Merial implemented Silver Peak‘s WAN optimization as part of a major data center consolidation 

project. The company eliminated 8 data centers globally, saving approximately one million dollars 

per year in annual infrastructure costs and operation expenditures.  

 Silver Peak is the WAN optimization standard at AT&T, who is using NX appliances for real-time 

data replication.  With Silver Peak, AT&T reduced replication times from 7.5 hours to 27 minutes 

without adding more bandwidth, helping the company meet its Recovery Point Objectives (RPO) 

while minimizing IT costs.  

 Autodesk turned to Silver Peak to support their server centralization initiatives.   The company is 

optimizing over 70 centralized applications across a global WAN, including file, email, web, 

Aspera, and their own software design products (AutoCAD, Revit, Civil3d). 

 The Prudential deployed Silver Peak to enable a successful global virtualization deployment 

(supporting over 13,000 thin clients).  With Silver Peak, all of The Prudential‘s remote locations 

experience consistent Citrix application performance, which was previously not possible do to 

varying degrees of WAN bandwidth, latency, and packet loss.  

 

“Silver Peak’s network approach to WAN optimization proved more robust than 
alternative vendors’ application-layer approaches.” – Scott Walker, Autodesk 
 
Silver Peak‘s data center class WAN optimization solution enables enterprises to move more data 
across longer distances.  By avoiding bandwidth upgrades and facilitating a transition to cost effective 
shared WANs, Silver Peak saves significant time and money.   
 
What can Silver Peak do for you? 
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MANAGING APPLICATION AND 
COMMUNICATION DELIVERY 
PERFORMANCE: SELECTING 
THE RIGHT STRATEGY  
Athough all IT departments today recognize that 
application and communication delivery is essential, 
most organizations struggle to ensure acceptable 
performance.  

Unfortunately, the complexity associated with application 
and communication delivery will continue to increase 
dramatically over the next few years. Businesses and 
service providers continue to face all the traditional 
challenges in WAN management ― mergers and 
acquisitions, decentralization of employees, on-demand 
access to enterprise resources by customers, partners 
and suppliers. As a consequence, new practices must 
be implemented to handle: 

 More complex and evolved IT Service Management 

(ITSM) 

 New Business Service Management (BSM)  

Moreover, new challenges have emerged. IT 
departments must also integrate the development of new 
application architectures into their network management 
strategy. This includes new technologies such as: 

 Desktop virtualization  

 Web 2.0 Business Applications 

 SaaS or Cloud Computing 

 VoIP / Unified Communications 

 Videoconferencing 

VISIBILITY, CONTROL OR 

ACCELERATION? 
In order to overcome these challenges, application and 

communication delivery over the WAN requires three 

important functions: 

 Visibility: Real-time monitoring, long-term reporting, 

troubleshooting tools. 

 Control: Bandwidth management, quality of service 

(QoS), traffic shaping, traffic blocking. 

 Acceleration: End-to-end protocol optimization, 

compression, caching. 

 

Which one of these functions should be implemented? In 
which order? And where?  
 

 

The best strategy is to start with Visibility to enable 

better IT Service Management and to provide advanced 

reporting. Visibility will especially help to understand the 

root cause of any application or VoIP/video performance 

issues and help to determine which methods should be 

used to solve the problem over the WAN. 

To improve performance of any real-time 

communications (e.g., VoIP, videoconferencing), then 

the only solution required is control, because 

acceleration techniques cannot be applied to real-time 

traffic. 

If application performance varies over time, then the best 

solution is control. Performance variations are typically 

related to network congestion and traffic competing for 

limited bandwidth. Control solutions are particularly 

effective at optimizing performance of all interactive 

tasks of an application (e.g., desktop virtualization, Web 

2.0). 

If applying control solutions is not sufficient or if 

application performance is continually poor on a network 

with minimal traffic, then the best solution may be 

acceleration. Continual poor performance is usually 

related to very high network latency (e.g., international 

networks, satellite) or a shortage of bandwidth for data-

intensive applications (e.g., file server consolidation, 

database backup).   
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STREAMCORE SOLUTIONS: 

COMBINED 

VISIBILITY+CONTROL 
Streamcore provides best-of-breed solutions to address 

the need for both visibility and dynamic performance 

control. Streamcore‘s products are complementary to 

acceleration solutions and can help to identify if 

acceleration is needed and at which locations. 

Streamcore products enable enterprises to benefit from 

all in one visibility – network, applications, VoIP and 

video – from a single centralized management console. 

Therefore, Streamcore solutions can support key IT 

initiatives such as IT Service Management and 

Business Service Management: 

 Manage service delivery more efficiently over the 

WAN:  Perform advanced WAN capacity 

management, follow service level management for 

the network, application and VoIP/video traffic. 

 Improve service support: Provide the helpdesk with 

intuitive alarms‘ supervision maps and 

troubleshooting tools. 

 Use Streamcore‘s unique Smart Service Tree: 

Turn complex technical information into summarized 

information for business stakeholders.  

 Share a variety of information through a Web portal 

or PDF reports with the IT team or with any business 

unit managers to enable better collaboration and to 

increase the value of IT services. 

 

What makes Streamcore solutions unique is that visibility 
and advanced performance control features are tied 
together. Streamcore‘s advanced control features allow 
you to ensure predictable application response time and 
VoIP/video quality: 

 The ABBA engine automatically guarantees users 

maximum application performance by analyzing 

each session‘s behavior. Appropriate prioritization is 

applied automatically without requiring specific 

configuration or classification. 

 The Advanced QoS engine gives priority to mission-

critical data applications, VoIP and video on the 

network with very simple business oriented 

provisioning. 

 The bidirectional hierarchies of shapers and 

schedulers manage the bandwidth of both local and 

remote access links. 

SCALABLE AND FLEXIBLE 

DEPLOYMENT 
Streamcore solutions are entirely managed through a 
centralized administration tool and are based on traffic 
management and monitoring performed by network 
appliances called StreamGroomers. The 
StreamGroomers can be deployed at strategic places on 
the network depending upon the needs: 

 Data center application delivery management 

 VoIP or videoconferencing delivery management 

 Internet/Cloud application delivery management  

Data Center Application Delivery 

Management 
Managing application delivery from data centers is 

becoming a business priority for most enterprises 

consolidating their operations. By deploying 

StreamGroomers at the data centers, application 

delivery over VPN networks is monitored for all branch 

office users, both in real-time and over the long-term. 

Moreover, a positive Quality of Experience (QoE) can be 

guaranteed for users accessing data center applications 

over the WAN.  

The success of key IT initiatives such as Web 2.0 

applications and desktop virtualization, or any 
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ERP/CRM deployment for instance can be ensured with 

Streamcore solutions: 

 Guarantee that the WAN is not a problem anymore: 

Solve any network congestion related performance 

slowdowns by managing bandwidth for both data 

centers and branch offices access links. 

 Ensure that interactive and transactional flows are 

automatically prioritized. 

 Follow user experience for each business 

application per user, per remote branch office or 

even per business unit. 

VOIP / Videoconferencing Delivery 

Management 

Though application delivery can be managed efficiently 

from data centers, deploying StreamGroomers in branch 

offices adds more intelligence and greater control.  

Streamcore Branch Office Solutions are especially well 

suited for VoIP / Unified Communications or 

Videoconferencing initiatives: 

 Manage any-to-any traffic (network traffic exchanged 

among branch offices but not with the data centers).  

 Guarantee performance for VoIP and video, real-

time flows that are highly sensitive to any 

performance degradation over the WAN.  

 Measure user experience with dedicated VoIP and 

video performance indicators such as the Mean 

Opinion Score (MOS) per site or even per 

communication.  

Internet/Cloud Application Delivery 

Management 
Internet access links always tend to be congested. 

Upgrading bandwidth does not solve the issue. 

Alternatively, deploying a StreamGroomer in front of the 

WAN corporate Internet access site allows the IT staff to 

understand and control Internet access bandwidth 

allocation in order to protect critical business-related 

network traffic. 

Streamcore Internet solutions are especially well suited 

for any IT initiative using the Internet to carry business-

critical traffic: 

 SaaS/Public Cloud Initiatives:  Users access 

business applications or Web services hosted 

directly over the Internet (e.g., salesforce.com). 

 Hosting Center Initiatives: Customers or partners 

access Web applications or portals hosted on 

demilitarized zone (DMZ) directly managed by the 

enterprise. 

 Remote/Mobile Workers: Road warriors or 

teleworkers access business applications resources 

through a VPN gateway over the Internet 

 

CONCLUSION 
Whether employees are located in branch offices or 
connected to the corporate network through the 
Internet, they require reliable access to the 
applications. More importantly, they cannot afford 
any performance degradation when they use IP 
telephony, Unified Communications, or 
videoconferencing.  Streamcore solutions make it 
easy to manage network, application, VoIP and 
video performance by providing unique visibility and 
control features.  Streamcore solutions can support 
key IT initiatives such as: VoIP/Unified 
Communications, videoconferencing, Web 2.0 
business applications, SaaS and many more.  With 
Streamcore, enterprises can: 
 

 Manage WAN application delivery from data 

centers 

 Guarantee VoIP delivery for branch offices 

 Ensure the best quality for videoconferencing 

www.streamcore.com 


